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(1) Write $\mathcal{I}=\mathcal{I}_{1}$, the set of diagonal density matrices. Note that $\mathcal{I}_{1} \subsetneq \mathcal{I}_{2} \subsetneq \cdots \mathcal{I}_{k} \subsetneq \mathcal{I}_{k+1} \subsetneq \cdots \subsetneq \mathcal{I}_{n}=\mathcal{D}_{n}$.
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## Theorem 2

Let $|v\rangle \in \mathbb{C}^{m} \otimes \mathbb{C}^{n}$ be a pure state with non-zero Schmidt coefficients $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{r}$ and define $|\lambda\rangle:=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{r}\right)^{t}$. Then

$$
R_{k}^{E, s}(|v\rangle\langle v|)=R_{k}^{s}(|\lambda\rangle\langle\lambda|)=\||v\rangle\langle v| \|_{\gamma, k}-1=R_{k}^{E, g}(|v\rangle\langle v|) .
$$

## Conclusion

1) We derived a formula for the standard robustnesses of $k$-coherence and $k$-entanglement on pure states that agrees with known formulas for the corresponding generalized robustnesses, thus resolving conjectures about both of these families of measures.
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## Conclusion

1) We derived a formula for the standard robustnesses of $k$-coherence and $k$-entanglement on pure states that agrees with known formulas for the corresponding generalized robustnesses, thus resolving conjectures about both of these families of measures.
2) As our proof was non-constructive in nature, we also provided a computational method based on linear programming that allows us to quickly compute the closest $k$-incoherent state or closest Schmidt number $k$ state. (See reference)
3) (Open problems:) Formulas or bounds for $R_{k}^{s}(\rho), R_{k}^{g}(\rho), R_{k}^{E, s}(\rho)$, $R_{k}^{E, g}(\rho)$. Connections between $R_{k}^{E, s}(\rho)$ and $R_{k}^{s}(\hat{\rho})$.
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