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2) § 1. Introduction.

The tensor product M,,, ® M, is identified with the

space M,,(M[,) of m x m matrices with entries in
M.
Here for X = [(ik]jx € M, Y € M,

X®Y ~ [§iY]jik € Mpu(M,).
The important fact is that

0<XeM,, 0<YeM, = XQYeM,(M,".
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(3) The cone
Pr={D_ X®Yi; 0 < Xe € M, 0< Yic € My},
however, does not cover the cone Py := M,,,(M,)".

0 <S e M,(M,) is said to be separable if it
belongs to the cone 13,

The standard cone ‘B is selfdual with respect to
the duality induced by the inner product:

(X|Y) :=Tr(X"Y) vV X,Y e M,.
The dual cone of B3, will be denoted by ‘)3 .
P+ C Po C P-.
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(4) Given selfadjoint S = [Si]jx € Mp(M,),
our problem is to enumerate reasonable conditions
on Si (j, k =1,...,m) which guarantee
separability of S.

In this talk we restrict ourselves to the
simplest case

: A B
m =2, thatis, S_{B* C] A B, CeM,.
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(5) Notations. x € C"is a column n-vector,
so that x* is row n-vector.

(Matrix multiplication)

xy* € M, and y*x = (y|x) (inner product)
O Forx,yjeC'(j=1,2,....,m)
[x1, oy Xm] - s ym]” = ijyj* e M,
j=1

Dyl Dasoxml = [x0)ik € Mo
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(6) A vector in C*(C") = C*>® C" is called a
product vector if it is of the form & ® x with
£ cC? xeC" thatis

_ §1x ; o &1
cox= 8] wine-[9].

(O Extreme rays of the convex cone 13, consist of
tEx)(E®x)" (t>0), I&EcC? xeC

(O Extreme rays of the cone 3y consist of

t- m : m*(tZO), dx,yeC".

() Extreme rays of the cone 3 7 7 7

Conditions for Separability of Matrices



(7) Recall the Choi corredpondence between a linear
map ¢ : M, — M, and its Choi matrix
Ccp < MQ(MH)

Cor= [2(8) 2(62)

where Ej x (j, k = 1,2) are matrix units of M.
Theorem of Choi:

® completely positive <= Cq € Ro.
The following is also immediate:

() & positive <= CypceP_.
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<H”é f‘] m> >0 Vx,yeC”

— A C>0, (x|Ax)-(y|Cy) > [{x|By)]* V x,y

O [g‘* ?]6’13 —

<[7§7);H[§\ f‘] E);D >0 VEneC, x

= A C>0, (x|Ax)- (x|Cx) > [(x|Bx)|* V x.
() No corresponding formula for 53, !
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(9) 0<S e My,(M,) is said to be totally separable
if 3 ¢ ¢ C?, x; € C", such that

& oxl€&@x) =0 Vj#k

and
N N

S = Z(gj ® x;)(&; @ x;)" = Z(fjff) ® (ijfk)-
J=1 J=1

(O S is totally separable if and only if the eigenspace

corresponding to each positive eigenvalue admits a

CONS consisting of product vectors.

(O Totally separable =  separable.
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(10) (O *Po is stable under the functional
calculus :

f(Po) € Po V £(t) >0 on [0,0).

(O Only functions f(t) > 0 on [0, c0) for which
F(P+) € B

are of the form f(t) = at with o > 0.

(O S totally separable —
f(S) toally separable V f(t) >0 (with f(0) =0.)
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(11) § 2. Separability

A B
B* C
separable is (PPT) (positive partial transpose)

A necessary condition for 0 < S = ] to be

ST = [g BC] >0 (because (X®Y) =XT®Y.)

O (Woronowicz) When n < 3,
(PPT) = separable
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(12) O 0<XeM, =

X0 00 separable
0 0ol" |0 X P '

O XeM,, YeM,,,

T € M, ® M,,, separable
—

S =(X®Y) T-(X®Y)" separable.
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(13) Proposition 1. Let S = [é\* f.] ey .

(i) A, B, B*, C commuting (normal !)
—> S totally separable.
(i) S separable —

JAe M, m, normal N € M,, 0 < C € M,, such
that

[ N .. [oo0
S = (h® A) [N NN*] (h® A) +{O &].
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(14) (Proof.) (i) Use simultaneous diagonalization
of commuting normal matrices, A, B,B* and C !

A= N09x), B=Y_&09x), €= (%)
j=1 j=1 j=1

R

J=1

A&

ISENY

S eV implies |=
B Imel [fj 4]

5"_] ® (7).

> 0. Use representation

N & . .
{—J gj} = && +nn; 3, 771'6@2.

§ 1y
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(15) Proof of (ii).

Use representation for separable S =

i(H@x )([ }@xj +Z<[ ]®yk [O]w)*.

Let A= [xi,...,Xm] € Mpm, C=
ZZZI |T//<|2.y/<yl><IF € M”? N = diag(£17 cee 75"71)‘

Then
S_Z\.Z\*+oo
~|AN| AN 0 C|
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(16) (Positiivity)

A B
O {B* C]20<:>

A C>0, B=AY2WCY? J|W| <1
<= ran(B) C ran(A),
ker(B) D ker(C) and B*A'B<C.

Here A1 is the generalized inverse of A > 0.
ker(A7!) = ker(A) and ran(A~!) = ran(A)

A~1. A = projection to ran(A).
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17) (Positivity) + (PPT)

A B A B*
>
O {B* C] >0 and {B C] >0 <

B = AY2NAY2 31 N such that

ran(N) C ran(A) and  ker(N) > ker(A)

AVZN*NAY2 < ¢ and  AVZNNFAY? < C.
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(18) Theorem 1. (Rank condition 1.)

A B
B* C

A B*

Let S:[ B C

]20 and ST:[ ]20.

rank(S) = rank(A) = S separable.
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(19) (Proof.) Use the identity

s_[ I 0. [A 0 I AB
“|BAt ] |0 c—BAB| |0 I

to conclude

B*A71B = AV2N*NAY2 = C > AV2NN*AL/2
hence N*N > NN* and N is normal.
Then S =

/ N 0 0
1/2 1/2
(h®AY)® [N* N*N] (hRAY) + {O c_ B*A_lB] .
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(20)
Theorem 2. (Rank condition 2).

A B

B* C

LetS:[ g c|=20

] >0 and S = [A B} >0
rank(S) <4 or rank(A) <3

—> S separable.
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(21) (Proof) Use Theorem 1 if
rank(A) = 4 = rank(S).

If rank(A) < 3,
ran(AY2NAY?), ran(AY2N* AY/2) C ran(A)

A AL/2NAL2 T *
|:Al/2N"‘A1/2 AL/2 \* NAL/2 >0 C>AV2N N,41/27
A AL/2 N AL/2 - *
[/41/2NA1/2 A2 NNEAL/2 >0 C> ALZ NN A2,

Use the following lemma to apply Woronowicz.
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(22) Lemma.
(Schur complement theorem)

For any subspace M C C"and 0 < C € M,
max{X; C > X >0, ran(X) C M}

Ci1— CaClt Gy 0
0 0

G G
where C = [(:21 C22]

according to the decomposition C" = M & M*.
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(23) (Proof continued:) In fact, let

G = max{X;C > X >0, ran(X) C ran(A)}.

A A1/2NA1/2
A1/2N*A1/2 CO ] >0
the ranges of all entries are contained in ran(A) of
dimension 3 and Sg has (PPT) .

Then Sp:= [

By Woronowicz, Sy is separable and so is

0 0
SISo-I-[O C—C()]' ]

Conditions for Separability of Matrices



Con

(24) Theorem 3.
(Three commuting entries)

Let S = A B}ZOand S”T = A B

B* C B C

E

Some three among A, B, B* and C are mutually
commuting

=—> S separable.

ditions for Separability of Matrices



(25) (Proof.) (i) Let A, B, C be commuting.
It suffices to prove the fact :

C>B*B, C>BB* and BC=C(CB

[ BI* 'g] separable.
Consider the dilation (Halmos' method)
B (C — BB*)'/?
(C . B*B)l/Q _B*
Because of BC = CB, N is normal, and with the
canonical imbedding V/,

N = ] on C"aC".

Con



(26) (ii) If A, B, B* are commuting, consider

s_[A B ], 0
~|B* B'A'B| T |0 C—B*AlB|

A, B, B*, B*A™'B are commuting normal and

C-B*A'B>0. O
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(27)

A B
B* C

A= C (Toeplitz) or B = B* (Hankel)

Corollary. Let S= [ ] > 0.

=—> S separable.
(Proof.)

(Toeplitz) = we may assume A=C =1I.

(Hankel) = we may assume A=/, B = B".
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(28) (O (Gurwicz and Barnum)
With respect to the Hilbert-Schmidt norm || - |2

—> S > 0 and separable.

Theorem 4.

Every orthoprojection of co-rank = 1 is separable.

(.- [[P|l2 = 1 for every projection of rank 1.)
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209) § 3. Total Separablility
Recall the definition.
0 < S e My(M,) is said to be totally separable if
1 &€ C?, x; € C"  such that
(€@ x| @x) =0 Vj#k.

and
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(30) O S > 0 is totally separable <=
the eigenspace of each non-zero eigenvalue admits
a CONS of product eigenvectors.

(O S > 0is totally separable —
ran(S) admits a CONS of product vectors.

(O  For S > 0 with rank(S) =1
S separable <= totally separable.
(O For an orthoprojection P

P separable #= PLY:=1—-P separable
(by Theorem 3.)
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31) (Notations)
€ € C? and e%¢ are identified. € = e€.

ove F ¢
such that €| = [|€7], (€¢™) =

In fact, forﬁzlgll, £t —[§2]
2 1

O Since (@ x[C®@y) = (£IC) - (x]y),
ERx L ¢y <= (=¢F o xLly.
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(32) Theorem 4.

Any ONS of product vectors in C?> ® C" can
be extended to a CONS of product vectors.
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(33) Proof of Theorem 4 is based on the following
two Lemmas.

Lemma 1. Let P, Q (j=1,2,...,m) be
orthoprojections in Ml,, such that

PP = QiQc=PQc=0 V,j#k.
ijzlpj?é/ or ijlej?é/
— dk, 3J|x||=1 such that

Px=0 V j#k and Qx=0 VY,
or
Qix=0 V j#k and Px=0 V.
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(34)

Lemma 2.

{CJ'@WJ' : j:1,2,...,N} (with N < 2n)
is an ONS of product vectors in C?> ® C”,
—

3 unit vectors n € C?, x € C" such that

ownox) =0 Vji=12,...,N.
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(35) (Proof) Rewrite ¢; (j = 1,2,...,N) as

p1 gL

/ N 1 1
517"'7517 517"'751

where

Ej = gkandfj = 5# (U # k)

(and some g; may be 0.)

Conditions for Separability of Matrices



(36)

Correspondingly the original ONS becomes

p1 q1
A\

.

21 @ x11,---,&1 ®X17p?7 Ef QY115 ,ff @ Y1.q15

~

Em@)xml; E ®mem; £#®ym,17"'7£#®ym,qm'
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(37)  Here by definition

(€ilek) # 0, (&1&x) # 0,(&l&k) # 0 Vj#k
so that
<Xj.5‘Xk,t>: jk65t7 <yj.s’}/k,t>: jkdst Vj,k;S,t

and (Xis|lyke) =0 Vj#k, Vs, t
Let Pj:=>"2 1 X.sX's and Q= qul YjsYs
PiPk = QiQk=PiQc =0 j #k,

and

I #>0 P or 1#37, Q because N < 2n.
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(38) By Lemma 1 J k, and unit vector x € C”
such that

Px=0 Vj#k and Qx=0 Vj (say).

Let 7 := &5 Then

(& @yim®x) = (&) {y.lx) =0 Vj,Vt
(& @ xeln ® x) = (€jln) (x.e[x) =0 Vj#k, V¥t

(k@ xitlm @ x) = (€léic) - (aelx) =0 V.
Therefore ((;@wjn®@x) =0 V. O

Apply Lemma 2 step by step to get Theorem 4.
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39) Corollary 1. S >0 totally separable

—
ran(S), ker(S) admits CONS of product vectors.

Corollary 2. 1 > S > 0 totally separable
f(t)>0on[0.1] =
f(S) totally separable.

In particular, | — S is totally separable.
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(40) Theorem 5.

A B
S_[B* C] totally separable

— B normal,

but A, B, C are not necessarily commuting.
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(41) (Proof) When

N
[é\* ?] = Z(gkf}i) ® (xkxjp) with &; = [§J1:|
k=1 2
where V j # k
<€J’€k> - (x| xk) = (6&71 +@£k72)<)g|xk> _0
that is,

agk,l +$§k,2 =0 or (xjlxx) =0V j#k.

The commutativity of B and B* follows from this
orthogonality condition. [
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42) § 4. Back to the dual cone 3_
Recall that for the cone 33, dual to B,

A B
[B* C}Em‘ =

ol el ]y 2 ovenecxee

<~

A, C>0, (x|Ax) - (x|Cx) > [(x|Bx)]* V¥V xeC"
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(43) LetS = [;\* f.] cP_.

O A,B,B*, C commuting = S separable.
O A=C (Toeplitz) #= S e€R,.

When A= C =1,
/| B
S:[B* I]em =

max{|(x|Bx)]; [|x]| = 1} < 1.

B : numerical contraction.
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(44) Let S = [é* ?] cP_.

O B=B* (Hankel) #= S & ,.
When A=/ & B=5B"

[é lg] €P. «— C=X"X, B=Re(X) I X.

O A=C & B=B* (Toepliz & Hankel)
— A>B>-A —S <,

hence separable.
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(45) Theorem 6. LetS = [é\* f_] cP_.

(i) S is Toeplitz, thatis, A= C

—

B=2(A—D)Y2WDY2 3 A>D>0, |W| <1
(i) S is Hankel , that is, B = B*

!

B = 3{AV2WCY2 + C12PW*AY2} F W < 1.
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45) (Proof.) (i) When A=C,Scp «—
F(e") :=2A+¢e"B+e™B*>0 VtecR
<=  (Fejer-Riesz Theorem) 3 A;, B;
F(e®) == (AL +e"B)" (A1 +e"B) VteR
& 2A=AA + BB, and B = AB.

(i) When B=B*, SecP. <—
F(t) =A+2tB+t°C >0 VtecR
<=  (Fejer-Riesz Theorem) 3 A;, G
F(t) = (AL+tG) (A +tG) ViteR
— A=AlA, C=GG, 2B=AG+ GA;.
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Thank you for your attention !
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