Extreme rays in $3 \otimes 3$ entangled edge states with positive partial transposes
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Abstract

In this paper, we show that the $3 \otimes 3$ edge PPTES of the type $(5, 5)$ found by Clarisse and Ha generate extreme rays in the cone of all positive semi-definite matrices with positive semi-definite partial transposes.
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1 Introduction

The notion of entanglement in quantum physics has been studied extensively by physicists during the last decade in connection with the quantum information theory and quantum communication theory. One of the basic questions in the theory of entanglement is how to determine if a given state is entangled or not.

A density matrix $A$ in $(M_n \otimes M_m)^+$ is said to be entangled if it does not belong to $M_n^+ \otimes M_m^+$, where $M_n^+$ denotes the cone of all positive semi-definite matrices.
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$n \times n$ matrices over the complex fields. A density matrix is said to be separable if it belongs to $M^+_n \otimes M^+_m$. Recall that a density matrix defines a state on the matrix algebra by the Schur or Hadamard product.

In the early eighties, it was observed by Choi [1] that the partial transpose of every separable state is positive semi-definite. The partial transpose or block transpose $A^\tau$ of $A \in M_n \otimes M_m$ is defined by

$$
\left( \sum_{i,j=1}^m a_{ij} \otimes e_{ij} \right)^\tau = \sum_{i,j=1}^m a_{ji} \otimes e_{ij}.
$$

This necessary condition for separability has been rediscovered by Peres [10], and is called the PPT criterion for separability. Choi [1] also gave an example of $3 \otimes 3$ entangled state whose partial transpose is positive semi-definite. This kind of entangled state is called PPTES. There are many examples of $3 \otimes 3$ PPTES in the literature. See the references in [5].

In this note, we denote by $\mathbb{T}$ the convex cone of all positive semi-definite block matrices whose partial transposes are also positive semi-definite. In other words,

$$
\mathbb{T} = \{ A \in (M_n \otimes M_m)^+ : A^\tau \in (M_n \otimes M_m)^+ \}.
$$

In order to understand PPTES, it seems to be essential to know the facial structures of the cone $\mathbb{T}$. In this sense, the notion of edge PPTES plays an important role as was introduced in [9]. A PPTES $A$ in $\mathbb{T}$ is an edge PPTES if and only if the proper face of $\mathbb{T}$ containing $A$ as an interior point does not contain a separable state.

Edge PPTES may be classified by their range dimensions as was studied in [11]. An edge PPTES $A$ is said to be of the type $(s, t)$ if the range dimension of $A$ is $s$, and the range dimension of $A^\tau$ is $t$. There are many examples of $(4, 4)$ and $(6, 7)$ edge PPTES in the literature, and PPTES of the types $(7, 5)$, $(6, 5)$ and $(8, 5)$ were found by the second author in [5]. Very recently, $(5, 5)$ and $(6, 6)$ edge PPTES were also found by Clarisse [2] and Ha [4].

In [11], the authors conjectured that every $3 \otimes 3$ PPTES has the Schmidt numbers 2, and showed that this is the case for $(4, 4)$ edge PPTES. By the duality theory [3] between positive linear maps and entanglement, this conjecture is equivalent to asking whether every 2-positive linear map in $M_3$ is decomposable, which was also studied by operator algebraists.
One of the key steps to understand a given convex cone is to find all extreme rays. We say that a PPTES is extremal if it generates an extreme ray in the convex cone $T$. One of possible approach to the above conjecture is to show that every extremal PPTES is of the type $(4, 4)$. At a glance, this approach seems to be quite reasonable since 4 is the smallest range dimension of edge PPTES by an argument in [8]. The second author [7] also showed that a family of $(4, 4)$ PPTES are extremal by a direct argument.

The purpose of the present paper is to show that the above mentioned PPTES of the type $(5, 5)$ by Clarisse and Ha are also extremal. These constitute the first known examples of extremal PPTES which are not of the type $(4, 4)$. We explain very briefly in the next section the basic strategy for proofs in connection with the facial structures of the cone $T$, and show the extremality of Clarisse and Ha’s examples in the last section.

Throughout this paper, we will not use bra-ket notations. Every vector will be considered as a column vector. If $x \in \mathbb{C}^m$ and $y \in \mathbb{C}^n$ then $x$ will be considered as an $m \times 1$ matrix, and $y^*$ will be considered as a $1 \times n$ matrix, and so $xy^*$ is an $m \times n$ rank one matrix whose range is generated by $x$ and whose kernel is orthogonal to $y$. The notation $(\cdot | \cdot)$ will be used for the inner product, which is sesqui-linear, that is, linear in the first variable and conjugate-linear in the second variable. For natural numbers $m$ and $n$, we denote by $m \lor n$ and $m \land n$ the maximum and minimum of $m$ and $n$, respectively.

2 Facial structures for PPTES

For an $m \times n$ matrix $z = [z_{ik}] \in M_{m \times n}$, we define

$$z_i = \sum_{k=1}^{n} z_{ik} e_k \in \mathbb{C}^n, \quad i = 1, 2, \ldots, m,$$

$$\tilde{z} = \sum_{i=1}^{m} z_i \otimes e_i \in \mathbb{C}^n \otimes \mathbb{C}^m.$$

Then $z \mapsto \tilde{z}$ defines an inner product isomorphism from $M_{m \times n}$ onto $\mathbb{C}^n \otimes \mathbb{C}^m$. We also note that $\tilde{z} \tilde{z}^*$ is a positive semi-definite matrix in $M_n \otimes M_m$ of rank
one. We consider the convex cones
\[ \mathcal{V}_s = \text{conv} \{ \tilde{z} \tilde{z}^* : \text{rank } z \leq s \}, \]
\[ \mathcal{V}^s = \text{conv} \{ (\tilde{z} \tilde{z}^*)^\tau : \text{rank } z \leq s \}. \]
for \( s = 1, 2, \ldots, m \wedge n \). A density matrix in \( M_n \otimes M_m \) is separable if and only if it belongs to the cone \( \mathcal{V}_1 \) as was explained in [5]. We also note that
\[ T = \mathcal{V}_{m \wedge n} \cap \mathcal{V}^{m \wedge n}. \]
It is well known that every face of \( \mathcal{V}_{m \wedge n} = (M_n \otimes M_m)^+ \) and \( \mathcal{V}^{m \wedge n} \) is of the form
\[ \Psi_D = \{ A \in (M_n \otimes M_m)^+ : RA \subset \tilde{D} \}, \]
\[ \Psi_E = \{ A \in M_n \otimes M_m : A^\tau \in \Psi_E \}, \]
respectively, where \( RA \) is the range space of \( A \) and \( \tilde{D} = \{ \tilde{z} \in \mathbb{C}^n \otimes \mathbb{C}^m : z \in D \} \) for the subspace \( D \subset M_{m \times n} \). It is also easy to see that every face of \( T \) is of the form
\[ \tau(D, E) := \Psi_D \cap \Psi_E \]
for a pair \((D, E)\) of subspaces of \( M_{m \times n} \), as was explained in [6]. The set \( \tau(D, E) \) is a face of \( T \) if and only if there exist \( A \in (M_n \otimes M_m)^+ \) such that
\[ RA = \tilde{D}, \quad RA^\tau = \tilde{E}. \]
The interior of the face \( \tau(D, E) \) is given by
\[ \text{int } \tau(D, E) = \{ A \in (M_n \otimes M_m)^+ : RA = \tilde{D}, \ RA^\tau = \tilde{E} \}. \]
Let \( A \) be a PPTES. Then there is a unique face \( \tau(D, E) \) in which \( A \) is an interior point. In order to show that \( A \) is extremal, it is enough to show that every member in \( \tau(D, E) \) is a scalar multiple of \( A \). We will follow the following steps to show that \( A \) is extremal.

Step 1: Find a basis of the space \( D \), and describe the general form of matrices in \( \Psi_D \). We note by \( A_1 \) this general form, and impose the condition that \( A_1^\tau \) is positive semi-definite to get a simpler form.

Step 2: Do the same thing for the space \( E \), and get a simple form \( A_2 \) for matrices in \( \Psi_E \).

Step 3: Compare \((i, j)\) entries of \( A_1 \) and \( A_2 \) to show that they reduce to scalar multiples of \( A \).
3 Examples

We begin with the example of Ha in [4]. His example has two parameter, and is given by

\[
A = \begin{pmatrix}
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & 1 + \frac{t}{t} & -1 & \cdot & \cdot & \cdot & 1 & \cdot & \cdot & \cdot \\
\cdot & -1 & 1 & \cdot & \cdot & \cdot & -1 & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \frac{2 + s^3}{s} & -1 & -1 & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & -1 & s & s & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & -1 & s & s & \cdot & \cdot & \cdot & \cdot \\
\cdot & 1 & -1 & \cdot & \cdot & \cdot & 1 + t - t & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & -t & t & \cdot \\
\end{pmatrix}
\]

where \( s, t > 0 \), and \( \cdot \) denotes 0. We choose

\[
\begin{pmatrix} \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & 1 & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & -1 & s \\
\cdot & 1 & \cdot & \cdot & \cdot \\
\end{pmatrix},
\begin{pmatrix} \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & -1 & s \\
\cdot & 1 & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\end{pmatrix},
\begin{pmatrix} \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & -1 & s \\
\cdot & 1 & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\end{pmatrix},
\begin{pmatrix} \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & -1 & s \\
\cdot & 1 & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\end{pmatrix}
\]

for a basis of \( D \). Then every matrix \( x_i \in D \) is of the form

\[
x_i = \begin{pmatrix}
\cdot & \xi_i + \zeta_i & -\xi_i \\
\lambda_i & -\mu_i & s\mu_i & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\end{pmatrix}.
\]
So, \( A_1 = \sum \bar{x}_i \bar{x}_i^* \in \Psi_D \) is of the form

\[
A_1 = \begin{pmatrix}
\xi + \zeta^2 & -\xi + \zeta \xi & \zeta + \lambda - \mu & s(\xi + \zeta \mu) & t(\xi + \zeta \eta) \\
-(\xi + \zeta) & \xi^2 & -\xi - \xi \mu & -s(\xi \mu) & -t(\xi \eta) \\
(\lambda - \mu) & -\xi & s(\lambda - \mu \xi) & s(\lambda - \mu \mu) & t(\lambda - \mu \eta) \\
s(\mu) & -s(\mu) & s(\mu \lambda - \mu) & s^2(\mu \xi) & st(\mu \mu) \\
t(\eta) & -s(\eta) & st(\eta \mu) & t(\eta \lambda - \mu) & t(\eta \xi - \eta) \\
(\xi - t \eta) & -s(\xi - t \eta) & s(\xi - t \eta \lambda - \mu) & s(\xi - t \eta \mu) & t(\xi - t \eta \eta) \\
(\xi + \zeta) & -s(\xi + \zeta) & s(\xi + \zeta \lambda - \mu) & s^2(\xi + \zeta \xi) & st(\xi + \zeta \mu) \\
t(\eta \lambda + \zeta) & t(\eta \lambda) & t(\eta \lambda \mu) & t(\eta \lambda \xi) & t^2(\eta \zeta)^2
\end{pmatrix}
\]

if we denote by \( \xi, \eta, \zeta, \lambda \) and \( \mu \) the vectors whose entries are \( \xi_i, \eta_i, \zeta_i, \lambda_i \) and \( \mu_i \), respectively. So, \( A_1^T \) is of the form

\[
A_1^T = \begin{pmatrix}
\xi + \zeta^2 & -\xi + \zeta \xi & \zeta + \lambda - \mu & -s(\xi + \zeta \mu) & -t(\xi + \zeta \eta) \\
-(\xi + \zeta) & \xi^2 & -\xi - \xi \mu & s(\xi \mu) & t(\xi \eta) \\
(\lambda - \mu) & -\xi & s(\lambda - \mu \xi) & -s(\lambda - \mu \mu) & -t(\lambda - \mu \eta) \\
s(\mu) & s(\mu) & s(\mu \lambda - \mu) & s^2(\mu \xi) & st(\mu \mu) \\
t(\eta) & -s(\eta) & st(\eta \mu) & -t(\eta \lambda - \mu) & -t(\eta \xi - \eta) \\
(\xi - t \eta) & s(\xi - t \eta) & s(\xi - t \eta \lambda - \mu) & s(\xi - t \eta \mu) & -t(\xi - t \eta \eta) \\
(\xi + \zeta) & s(\xi + \zeta) & -s(\xi + \zeta \lambda - \mu) & s^2(\xi + \zeta \xi) & -st(\xi + \zeta \mu) \\
t(\eta \lambda + \zeta) & -s(\eta \lambda) & -st(\eta \mu) & s(\eta \lambda \mu) & -t(\eta \lambda \xi) \\
(\xi - t \eta) & -s(\xi - t \eta) & s(\xi - t \eta \lambda - \mu) & s(\xi - t \eta \mu) & s(\xi - t \eta \eta)
\end{pmatrix}
\]

Now, we consider the condition that \( A_1^T \) is positive semi-definite. We consider the following combinations

\( (1, 5), (1, 8), (1, 9), (1, 6), (7, 6), (8, 6) \)

of columns and rows to extract \( 2 \times 2 \) submatrices of \( A_1^T \), and see that \( \{\xi, \eta, \zeta\} \) and \( \{\lambda, \mu\} \) are orthogonal each other. This gives us the following simpler form of \( A_1 \):

\[
A_1 = \begin{pmatrix}
\xi + \zeta^2 & -\xi + \zeta \xi & \zeta + \lambda - \mu & s(\xi + \zeta \mu) & t(\xi + \zeta \eta) \\
-(\xi + \zeta) & \xi^2 & -\xi - \xi \mu & -s(\xi \mu) & -t(\xi \eta) \\
(\lambda - \mu) & -\xi & s(\lambda - \mu \xi) & s(\lambda - \mu \mu) & t(\lambda - \mu \eta) \\
s(\mu) & -s(\mu) & s(\mu \lambda - \mu) & s^2(\mu \xi) & st(\mu \mu) \\
t(\eta) & -s(\eta) & st(\eta \mu) & -t(\eta \lambda - \mu) & -t(\eta \xi - \eta) \\
(\xi - t \eta) & -s(\xi - t \eta) & s(\xi - t \eta \lambda - \mu) & s(\xi - t \eta \mu) & t(\xi - t \eta \eta) \\
(\xi + \zeta) & -s(\xi + \zeta) & s(\xi + \zeta \lambda - \mu) & s^2(\xi + \zeta \xi) & -st(\xi + \zeta \mu) \\
t(\eta \lambda + \zeta) & t(\eta \lambda) & t(\eta \lambda \mu) & t(\eta \lambda \xi) & t^2(\eta \zeta)^2
\end{pmatrix}
\]
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For the second step, we choose a basis

\[
\begin{pmatrix}
\cdots \\
s \cdots \\
1 \cdots \\
\end{pmatrix}, \quad 
\begin{pmatrix}
\cdots \\
-1 s \cdots \\
t t \\
\end{pmatrix}, \quad 
\begin{pmatrix}
\cdots \\
1 \cdots \\
\end{pmatrix}, \quad 
\begin{pmatrix}
\cdots \\
-1 1 \\
\end{pmatrix}
\]

of the space \(E\). Then, every \(y_i \in E\) is of the form

\[
y_i = \begin{pmatrix}
\delta_i - \epsilon_i \\
s\alpha_i - \beta_i - \gamma_i \\
s'\gamma_i \\
\alpha_i + t\delta_i - t\delta_i \\
\end{pmatrix},
\]

from this, we construct \(A^*_1 = \sum \tilde{y}_i y_i^* \in \Psi_E\). We denote by \(\alpha, \beta, \gamma, \delta\) and \(\epsilon\) the vectors whose entries are \(\alpha_i, \beta_i, \gamma_i, \delta_i\) and \(\epsilon_i\), respectively, and put \(\omega = \alpha - \beta - \gamma\). By the similar argument as above, we see \(\{\alpha, \beta, \gamma\}\) and \(\{\lambda, \mu\}\) are orthogonal each other, and get for following form for \(A_2\):

\[
A_2 = \begin{pmatrix}
\cdots \\
|\delta - \epsilon|^2 & (\delta - \epsilon) & \cdots & t(\delta - \epsilon) & t(\delta) \\
(\epsilon - \delta) & |\epsilon|^2 & \cdots & -t(\delta - \epsilon) & -t(\delta) \\
\cdots \\
|\omega|^2 & s(\omega) \cdot s(\gamma) & s^2(\gamma) & \cdots \\
s(\beta) & s^2(\beta) & (\alpha) & s(\alpha) & \cdots \\
\cdots \\
s(\omega) \cdot (\omega) & s^2(\gamma) & s(\gamma) & \cdots \\
\cdots \\
t(\delta - \epsilon) & -t(\delta - \epsilon) & s^2(\beta) \cdot s(\beta) & \cdots \\
t(\epsilon) & -t(\epsilon) & \cdots & \cdots & \cdots \\
\end{pmatrix}
\]

Now, we compare entries of \(A_1\) and \(A_2\). First, we compare both of \((2, 9)\) and \((3, 9)\) entries to see that \(\eta \perp \zeta\). Similarly, we get \(\xi \perp \zeta\) from the \((2, 8)\) and \((3, 8)\) entries, and \(\xi \perp \eta\) from \((8, 9)\) and \((9, 9)\) entries. If we compare both \((4, 5)\) and \((5, 5)\) entries then we also get \(\lambda \perp \mu\), since \(\omega = s\alpha - \beta - \gamma\). Therefore, we see that the following families

\[\xi, \eta, \zeta, \lambda, \mu\]
are orthogonal each other. Next, we compare \((4, 8), (5, 8)\) and \((7, 8)\) entries of \(A_1\) and \(A_2\), to see that \(\alpha, \beta, \gamma\) are orthogonal each other. Finally, we see that \(\delta \perp \epsilon\) to compare \((3, 9)\) entries, since \(\xi \perp \eta\). Therefore, we conclude that
\[
\alpha, \beta, \gamma, \delta, \epsilon
\]
are orthogonal each other. We put these conditions together to get the following forms for \(A_1\) and \(A_2\) as follows:

\[
A_1 = \begin{bmatrix}
|\xi|^2 - |\xi|^2 & |\xi|^2 & |\xi|^2 & |\xi|^2 & |\xi|^2 \\
|\lambda|^2 + |\mu|^2 - s|\mu|^2 & - s|\mu|^2 & - s|\mu|^2 & - s|\mu|^2 & - s|\mu|^2 \\
|\xi|^2 & - |\xi|^2 & |\xi|^2 + t^2|\eta|^2 - t^2|\eta|^2 & - t^2|\eta|^2 & - t^2|\eta|^2 \\
|\delta|^2 & - |\delta|^2 & t|\delta|^2 & - t|\delta|^2 & t|\delta|^2 \\
-t|^\epsilon|^2 & - s|^\epsilon|^2 & - s|^\epsilon|^2 & - s|^\epsilon|^2 & - s|^\epsilon|^2 \\
-s|^\epsilon|^2 & - s|^\epsilon|^2 & - s|^\epsilon|^2 & - s|^\epsilon|^2 & - s|^\epsilon|^2 \\
s^2|\alpha|^2 + |\beta|^2 + |\gamma|^2 - s|\beta|^2 - s|\gamma|^2 & - s|\gamma|^2 & - s|\gamma|^2 & - s|\gamma|^2 & - s|\gamma|^2 \\
-s|\beta|^2 & s^2|\beta|^2 & s|\beta|^2 & s|\beta|^2 & s|\beta|^2 \\
- s|^\alpha|^2 & - s|^\alpha|^2 & - s|^\alpha|^2 & - s|^\alpha|^2 & - s|^\alpha|^2 \\
s|\alpha|^2 & s|\alpha|^2 & s^2|\alpha|^2 & s^2|\alpha|^2 & s^2|\alpha|^2 \\
-t|\delta|^2 & - t|\delta|^2 & - t|\delta|^2 & - t|\delta|^2 & - t|\delta|^2 \\
-t^2|\delta|^2 & - t^2|\delta|^2 & - t^2|\delta|^2 & - t^2|\delta|^2 & - t^2|\delta|^2
\end{bmatrix}
\]

\[
A_2 = \begin{bmatrix}
|\xi|^2 - |\xi|^2 & |\xi|^2 & |\xi|^2 & |\xi|^2 & |\xi|^2 \\
|\lambda|^2 + |\mu|^2 - s|\mu|^2 & - s|\mu|^2 & - s|\mu|^2 & - s|\mu|^2 & - s|\mu|^2 \\
|\xi|^2 & - |\xi|^2 & |\xi|^2 + t^2|\eta|^2 - t^2|\eta|^2 & - t^2|\eta|^2 & - t^2|\eta|^2 \\
|\delta|^2 & - |\delta|^2 & t|\delta|^2 & - t|\delta|^2 & t|\delta|^2 \\
-t|^\epsilon|^2 & - s|^\epsilon|^2 & - s|^\epsilon|^2 & - s|^\epsilon|^2 & - s|^\epsilon|^2 \\
-s|^\epsilon|^2 & - s|^\epsilon|^2 & - s|^\epsilon|^2 & - s|^\epsilon|^2 & - s|^\epsilon|^2 \\
s^2|\alpha|^2 + |\beta|^2 + |\gamma|^2 - s|\beta|^2 - s|\gamma|^2 & - s|\gamma|^2 & - s|\gamma|^2 & - s|\gamma|^2 & - s|\gamma|^2 \\
-s|\beta|^2 & s^2|\beta|^2 & s|\beta|^2 & s|\beta|^2 & s|\beta|^2 \\
- s|^\alpha|^2 & - s|^\alpha|^2 & - s|^\alpha|^2 & - s|^\alpha|^2 & - s|^\alpha|^2 \\
s|\alpha|^2 & s|\alpha|^2 & s^2|\alpha|^2 & s^2|\alpha|^2 & s^2|\alpha|^2 \\
-t|\delta|^2 & - t|\delta|^2 & - t|\delta|^2 & - t|\delta|^2 & - t|\delta|^2 \\
-t^2|\delta|^2 & - t^2|\delta|^2 & - t^2|\delta|^2 & - t^2|\delta|^2 & - t^2|\delta|^2
\end{bmatrix}
\]
Finally, we compare \((5, 5), (7, 5)\) and \((7, 7)\) entries of \(A_1\) and \(A_2\), to see that

\[
\frac{1}{s} |\alpha|^2 = |\beta|^2 = |\gamma|^2.
\]

We also compare \((2, 3)\) and \((2, 8)\) entries, to get

\[
t|\delta|^2 = |\epsilon|^2.
\]

We note that \((8, 8)\) entry of \(A_1\) equals to the sum of \((3, 3)\) and \((9, 9)\) entries. So, we have

\[
|\alpha|^2 + t^2|\delta|^2 = |\epsilon|^2 + t^2|\delta|^2
\]

in \(A_2\), and it follows that

\[
|\alpha|^2 = |\epsilon|^2.
\]

Therefore, if we put \(|\alpha|^2 = 1\) then we have

\[
|\beta|^2 = |\gamma|^2 = \frac{1}{s}, \quad |\delta|^2 = \frac{1}{t}, \quad |\epsilon|^2 = 1.
\]

This means that every matrix in \(\tau(D, E)\) is the scalar multiple of the matrix \(A\), and completes the proof that \(A\) generates an extreme ray in the cone \(T\).

The example of Clarisse in [2] is given by

\[
\begin{pmatrix}
\ldots \ldots \ldots \ldots \ldots \\
\ldots 2 -1 \ldots \ldots \ldots 1 \\
\ldots -1 1 \ldots \ldots \ldots -1 \\
\ldots \ldots 3 -1 -1 \ldots \\
\ldots \ldots \ldots \ldots \ldots \\
\ldots \ldots -1 -1 1 \ldots \\
\ldots \ldots \ldots \ldots \ldots \\
\ldots \ldots -1 1 1 \ldots \\
\ldots \ldots \ldots \ldots 2 -2 \\
\ldots 1 -1 \ldots \ldots -2 3
\end{pmatrix}
\]
In this case, we choose a basis
\[
\left( \begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\end{array} \right), \quad \left( \begin{array}{cccc}
-1 & -1 & \cdots & -1 \\
1 & -1 & \cdots & 1 \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\end{array} \right), \quad \left( \begin{array}{cccc}
\cdot & \cdot & \cdots & \cdot \\
\cdot & 1 & \cdots & 1 \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\end{array} \right)
\]
of $D$, and a basis of
\[
\left( \begin{array}{cccc}
\cdot & \cdot & \cdots & \cdot \\
1 & -1 & \cdots & 1 \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\end{array} \right), \quad \left( \begin{array}{cccc}
\cdot & \cdot & \cdots & \cdot \\
1 & \cdots & 1 & \cdots \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\end{array} \right), \quad \left( \begin{array}{cccc}
\cdot & \cdot & \cdots & \cdot \\
\cdot & 1 & \cdots & 1 \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\end{array} \right)
\]
of $E$. Then the exactly same argument shows that the example of Clarisse is extremal.

We have tried to prove that examples of $(6,6)$ edge PPTES by Clarisse and Ha are extremal by the same argument. But, we had difficulty to apply our method in these cases, since the matrices in the Step 1 are much more complicated.
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