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1. Introduction

We consider the free Schrödinger equation, i∂tu = −∆u, with initial data in Hs(Rd),
the inhomogeneous Sobolev space with s derivatives in L2(Rd). A classical problem,
originating in the work of Carleson [6], is to identify the exponents s for which

lim
t→0

eit∆f(x) = f(x) a.e. x ∈ Rd,

whenever f ∈ Hs(Rd).
In one spatial dimension, Carleson proved the convergence for data in Hs(R) with

s > 1/4, and Dahlberg and Kenig [9] proved that the convergence is not guaranteed
when s < 1/4. In two spatial dimensions, the first author [16] proved the convergence
for data in Hs(R2) with s > 3/8, improving the work of a number of authors (see for
example [3, 18,28,29]). In higher dimensions, the best known result is that of Sjölin [26]
and Vega [30] who proved the convergence for Hs(Rd) with s > 1/2.

We also consider the Schrödinger equation for the harmonic oscillator, i∂tu = Hu,
where H is the Hermite operator defined by

H =
1

2
(−∆ + |x|2), x ∈ Rd. (1)
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This is an important model in quantum mechanics, as it approximates any trapping
Schrödinger equation with real potential at its point of equilibrium (see for example [11]).
As for the free equation, there has been an effort to identify the exponents s for which

lim
t→0

e−itHf(x) = f(x) a.e. x ∈ Rd,

whenever f ∈ Hs(R).
The first nontrivial result which held in sufficient generality to include the harmonic

oscillator is due to Cowling [8]. This was improved by Yajima [31] who proved convergence
for data in Hs(Rd) with s > 1/2. Recently, Sjögren and Torrea [25] proved the sharp
result in one spatial dimension. That is to say, the convergence holds for data in Hs(R)
with s > 1/4, and the convergence is not guaranteed for data in Hs(R) when s < 1/4.
For d > 2 it can be shown that the convergence fails for s < 1/4 (see the paragraph
below Theorem 3.1) but no result was known below s = 1/2.

We improve Yajima’s result in two spatial dimensions.

Theorem 1.1 Let f ∈ Hs(R2) with s > 3/8. Then

lim
t→0

e−itHf(x) = f(x) a.e. x ∈ R2.

Since the spectrum of H is discrete, recalling the free equation with periodic data (see
for example [19]), one may expect that the usual analysis on Euclidean space does not
work directly. However, by making use of a transformation (as in [25]) we are able to
work with the free Schrödinger operator along curves (ρ(x, t), t) = (

√
1 + t2x, t), and so

we consider the problem in general. In the second section we will prove the following
theorem in which Bd denotes the unit ball centred at the origin.

Theorem 1.2 Suppose that ρ ∈ C1(Rd × [0, 1],Rd) satisfies ρ(x, 0) = x, and that there
exist constants Cs > 0 such that∥∥ sup

0<t<1
|eit∆f |

∥∥
L2(Bd)

6 Cs‖f‖Hs(Rd), s > so.

Then for all f ∈ Hs(Rd) with s > so,

lim
t→0

eit∆f
(
ρ(x, t)

)
= f(x) a.e. x ∈ Rd.

Combining this with the estimates of [12,16,26,30] yields convergence along C1 curves
for all f ∈ Hs(Rd) with s > sd, where s1 = 1/4, s2 = 3/8 and sd = 1/2 if d > 3. In
particular this yields Theorem 1.2. This also improves the result of Sjögren and Sjölin [24]
who obtained the convergence for ρ(x, t) = x+αt, with α ∈ Rd, for all f ∈ Hs(Rd) with
s > 1/2.

In the third section we will prove the following equivalence between estimates for the
free and Hermite Schrödinger operators. This yields Theorem 1.2 in the case (ρ(x, t), t) =
(
√

1 + t2x, t). We denote by BR ≡ B(0, R) the ball of radius R > 1, centred at the origin.

Theorem 1.3 Let q, r > 2. If r 6=∞, then there exist constants cR such that

‖eit∆f‖Lqx(BR, Lrt [0,1]) 6 cR ‖f‖Hs(Rd) (2)

if and only if there exist constants CR such that

‖e−itHf‖Lqx(BR, Lrt [0,1]) 6 CR ‖f‖Hs(Rd). (3)

If r =∞, then (2) holds for s > so if and only if (3) holds for s > so.
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In particular, taking q = r = 2, Theorem 1.3 shows that the local smoothing estimate
of Constantin and Saut [7], Sjölin [26] and Vega [30] for the free equation, is equivalent
to that of Yajima [31] for the harmonic oscillator. Combining Theorem 1.3 with the work
of Planchon, Tao and Vargas [21, 28, 29] (see [17] for the endpoint) we also obtain the
following corollary. It is not possible to bound the solution to the harmonic oscillator in
Lqx(BR, L

r
t (R)), with r 6= ∞, as the solution is periodic. Nor is it possible to bound the

solution in Lqx(Rd, L∞t [0, 1]) (see [25]). When q = r however, estimates which are global
in space are possible (see for example [14]).

Corollary 1.1 Let 2(d+3)
d+1 < q < r <∞, d+1

q + 1
r 6 d

2 and s = d
2 −

d
q −

2
r . Then

‖e−itHf‖Lqx(BR, Lrt [0,1]) 6 CR‖f‖Hs(Rd).

When d = 2, the restriction on q can be relaxed to q > 16/5 by combining Theorem 1.3
with [17,22].

Corollary 1.2 Let 16
5 < q < r <∞, 3

q + 1
r 6 1 and s = 1− 2

q −
2
r . Then

‖e−itHf‖Lqx(BR, Lrt [0,1]) 6 CR‖f‖Hs(R2).

In Section 2 we will prove an equivalence lemma which will be key to the proof of all of
these results. This follows by developing in a Fourier series the exponential function eval-
uated at perturbations of the phase. However the Fourier coefficients are badly behaved
when the time is localized at scale 1. We get around this problem by proving a sharp
temporal localization lemma which reduces estimates on time intervals of length 1 to es-
timates on intervals of length λ−1 under the assumption that the frequency of the initial
datum is localized at scale λ. We then combine these lemmas to prove Theorem 1.2. In
Section 3, we will describe the aforementioned transformation for harmonic oscillator in
more detail and see that the condition d+1

q + 1
r 6 d

2 in Corollary 1.1 is sharp. We then
prove a Littlewood–Paley style lemma, allowing us to prove equivalences without loss
in regularity. This allows us to prove a somewhat more general version of Theorem 1.3.
We also prove an equivalence of convergence along sequences for the free and Hermite
Schrödinger equation. In the final section we discuss a refinement of almost everywhere
convergence as in [1], and parts of the paper prior to that point are written in sufficient
generality to be of use there.

Indeed, from now on µ, ν will denote measures, and for an interval I ⊂ R we write

‖F‖LqµLrν(I) =
(∫

Rd

(∫
I

∣∣F (x, t)
∣∣rdν(t)

) q
r

dµ(x)
) 1
q

.

Also, c and C will denote positive constants that will depend on the dimension d. Their
values may change from line to line.

2. Proof of Theorem 1.2

For ρ : Rd+1 → Rd, we define the operator Uρ by

Uρf(x, t) = eit∆f
(
ρ(x, t)

)
.

The following localization lemma extends and sharpens Lemma 2.3 of [16]. The proof
makes use of the wave packet decomposition which has been used in the study of restric-
tion and Bochner–Riesz problems (see for example [10,15,28]). In contrast with previous
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arguments, we decompose Uρf into pieces which are, in some sense, compactly supported
in space instead of compactly supported in frequency. This enables us to exploit the
localization property more effectively. Unfortunately this obscures the geometric reason
behind why such a result should hold, and so we briefly describe the main idea. As the
frequency is supported away from the origin, the wave packets have nonzero velocities,
and so the space-time tubes to which they are adapted only interact with small pieces of
the region of integration. The lemma is not true if the functions are Fourier supported
in the ball Bλ instead of the annulus Aλ = {ξ : λ/2 6 |ξ| 6 2λ}, as is easily seen by
considering ρ(x, t) = x with q = r = 2, because then the tubes will interact with the
whole region. On the other hand, the lemma continues to hold if the order of integration
is interchanged.

Lemma 2.1 Let q, r ∈ [2,∞], λ > 1, supp(ν) ⊂ [−2, 2], λ > ‖1‖1/d
LqµLrν

, and suppose that

sup
x∈supp(µ), t∈supp(ν)

|ρ(x, t)| 6M,

where M > 1. Suppose that, for a collection of boundedly overlapping intervals I of
length λ−1, there exists a Co > 1 such that

‖Uρf‖LqµLrν(I) 6 Co‖f‖2 (4)

whenever f̂ is supported in Aλ. Then there is a constant Cd > 1 such that

‖Uρf‖LqµLrν(
⋃
I) 6 CdM

1/2Co‖f‖2

whenever f̂ is supported in Aλ.
We introduce two partitions of unity and decompose Uρf into packets which are suited

for our purpose. Fix a positive and smooth function ψ, supported in B√d, such that∑
y∈Zd

ψ(x− y) = 1.

We also fix a smooth φo, supported in B2−4 , that satisfies φo ∗φo ∗φo ∗φo ∗φo ∗φo(0) = 1,
so that, by the Poison summation formula,∑

v∈Zd
(φ̂o)6(ξ − v) = 1.

We set φ = φo ∗ φo. Define fy and fyv by

fy(x) = ψ(x− y)f(x) and f̂yv(ξ) = (φ̂ )3(ξ − v)f̂y(ξ),

respectively. It follows that

f =
∑
y∈Zd

fy and f =
∑
y∈Zd

∑
v∈Zd

fyv. (5)

Note that fyv is supported in the ball of radius (
√
d + 1) with centre y. For the rest of

this section y and v are reserved to denote elements in Zd.

Proof. Since the intervals are boundedly overlapping, by Minkowski’s inequality we may
assume that they are disjoint. We decompose f as in (5) so that

Uρf =
∑

y,v:λ/4<|v|<4λ

Uρfyv +
∑

y,v:|v|6λ/4, |v|>4λ

Uρfyv,
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where

Uρfyv =
1

(2π)d

∫
ei(ρ(x,t)·ξ−t|ξ|

2)(φ̂ )3(ξ − v)f̂y(ξ) dξ. (6)

As f̂ is supported in Aλ, the second term is an error. Indeed, for any N > 1,

|f̂y| =
∣∣(fψ( · − y))

∧∣∣ 6 CN |f̂ | ∗ (1 + | · |)−N .

So, if |ξ| 6 3λ/8 or |ξ| > 5λ/2, we have |f̂y(ξ)| 6 CNλ
−N‖f‖2. Substituting this into

(6), we see that ‖Uρfyv‖∞ 6 CNλ
−N‖f‖2 when |v| 6 λ/4 or |v| > 4λ. As λ > ‖1‖1/d

LqµLrν
,

this yields ∥∥∥ ∑
y,v:|v|6λ/4, |v|>4λ

Uρfyv

∥∥∥
LqµLrν(

⋃
I)

6 Cd‖f‖2.

Thus, discarding this harmless error we can suppose that λ/4 < |v| < 4λ. For notational
convenience we write simply

Uρf =
∑

y,v:λ/4<|v|<4λ

Uρfyv.

We now analyse the kernel of the Uρ combined with the projection operators. Note
that

Uρfyv =

∫
Kv(x, z, t) fy(z) dz, (7)

where

Kv(x, z, t) =

∫
ei(ρ(x,t)·ξ−t|ξ|

2−z·ξ)(φ̂ )3(ξ − v) dξ.

By translation ξ → ξ + v the kernel Kv(x, z, t) is equal to

ei
(

(ρ(x,t)−z)·v−t|v|2
) ∫

ei(ρ(x,t)−2tv−z)·ξ(φ̂ )2(ξ) e−it|ξ|
2

φ̂(ξ) dξ.

Now, since φ̂ is rapidly decaying and |t| 6 2 on supp(ν), we can write

e−it|ξ|
2

φ̂(ξ) =

∫
eiη·ξΦ(η, t) dη, (8)

where |Φ(η, t)| 6 CN (1 + |η|)−N uniformly in t ∈ [−2, 2]. This decay is easily calculated
by repeated integration by parts in the formula for the Fourier transform.

For notational simplicity let us set

Ev(x, z, t, η) = ei
(

(ρ(x,t)−z)·v−t|v|2
) ∫

ei(ρ(x,t)−2tv−z)·ξ(φ̂ )2(ξ) eiηξdξ

= ei
(

(ρ(x,t)−z)·v−t|v|2
)
(φ ∗ φ)(ρ(x, t)− 2tv − z + η), (9)

so that the kernel can be represented as the average

Kv(x, z, t) =

∫
Φ(η, t) Ev(x, z, t, η) dη.

Substituting into (7), we see that

Uρfyv(x, t) =

∫
Φ(η, t)P ηyv(x, t) dη, (10)
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where

P ηyv(x, t) =

∫
Ev(x, z, t, η) fy(z) dz.

Since fy is supported in a ball of radius
√
d centred at y, and φ is supported in a ball of

radius 2−3, from (9) we see that P ηyv is supported in the set

T ηyv = { (x, t) : |ρ(x, t)− 2tv − y + η| 6 2d }.

Setting QI = supp(µ)×( I∩supp(ν) ), when r > q, by concavity, (10) and Minkowski’s
inequality,

‖Uρf‖LqµLrν(
⋃
I) 6

(∑
I

‖Uρf‖qLqµLrν(I)

)1/q

6 C

∫
(1 + |η|)−(d+1)

(∑
I

∥∥∑
y,v

P ηyv
∥∥q
LqµLrν(I)

)1/q

dη

= C

∫
(1 + |η|)−(d+1)

(∑
I

∥∥∥ ∑
y,v:Tηyv∩QI 6=∅

P ηyv

∥∥∥q
LqµLrν(I)

)1/q

dη. (11)

For the last equality we use the fact that P ηyv is supported on T ηyv. On the other hand,

when r < q, by the Lq/r–triangle inequality combined with similar arguments,

‖Uρf‖LqµLrν(
⋃
I) 6 C

∫
(1 + |η|)−(d+1)

(∑
I

∥∥∥ ∑
y,v:Tηyv∩QI 6=∅

P ηyv

∥∥∥r
LqµLrν(QI)

)1/r

dη.

The arguments for each case are now essentially the same, so we only consider the case
that r > q.

The strategy is to partially undo the decomposition and then apply the hypothesis.
From (9) and the fact that eit|ξ|

2

φ̂(ξ) =
∫
eiζ·ξ.Φ(ζ,−t) dζ, it follows that

Ev(x, z, t, η) = ei((ρ(x,t)−z)·v−t|v|
2)

×
∫ ∫

ei(ρ(x,t)−2tv−z)·ξe−it|ξ|
2

φ̂(ξ) ei(η+ζ)·ξdξΦ(ζ,−t) dζ.

By translation ξ → ξ − v, this is equal to∫ ∫
ei((ρ(x,t)·ξ−t|ξ|

2−z·ξ)φ̂(ξ − v) ei(η+ζ)·(ξ−v)dξΦ(ζ,−t) dζ.

So, we have that

P ηyv(x, t) =

∫
Uρ

[
φ̂(D − v) ei(η+ζ)·(D−v)fy

]
Φ(ζ,−t) dζ.

Here m(D) is defined by (m(D)f )̂ = mf̂ . Substituting this into (11) and applying
Minkowski’s inequality, we obtain

‖Uρf‖LqµLrν(
⋃
I) 6 C

∫∫
(1 + |η|)−(d+1)(1 + |ζ|)−(d+1)

×
(∑

I

∥∥∥Uρ[ ∑
y,v:Tηyv∩QI 6=∅

φ̂(D − v) ei(η+ζ)·(D−v)fy
]∥∥∥q
LqµLrν(QI)

)1/q

dηdζ.
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By hypothesis, this yields

‖Uρf‖LqµLrν(
⋃
I) 6 CCo

∫∫
(1 + |η|)−(d+1)(1 + |ζ|)−(d+1)

×
(∑

I

∥∥∥ ∑
y,v:Tηyv∩QI 6=∅

φ̂(D − v) ei(η+ζ)·(D−v)fy

∥∥∥q
2

)1/q

dηdζ.

Now recall that φ̂ = (φ̂o)2. By Plancherel’s theorem, the Cauchy–Schwarz inequality and

making use of support properties of φ̂o and ψ it is easy to see that∥∥∥ ∑
y,v:Tηyv∩QI 6=∅

φ̂(D − v) ei(η+ζ)·(D−v)fy

∥∥∥2

2
6 C

∑
v

∥∥∥ ∑
y:Tηyv∩QI 6=∅

φ̂o(D − v)fy

∥∥∥2

2

6 C
∑

y,v:Tηyv∩QI 6=∅

∥∥∥φ̂o(D − v)fy

∥∥∥2

2
.

Using the embedding `2 ↪→ `q and then integrating in ζ, we have that

‖Uρf‖LqµLrν(
⋃
I) (12)

6 CCo

∫
(1 + |η|)−(d+1)

(∑
I

∑
y,v:Tηyv∩QI 6=∅

∥∥φ̂o(D − v)fy
∥∥2

2

)1/2

dη.

Now we claim that for ρ satisfying |ρ| 6M on supp (µ)× supp(ν),∑
I :Tηyv∩QI 6=∅

6 CM (13)

uniformly in η. Assuming this for the moment, by changing the order of summation we
see that ∑

I

∑
y,v:Tηyv∩QI 6=∅

∥∥φ̂o(D − v)fy
∥∥2

2
=
∑
y,v

∑
I:Tηyv∩QI 6=∅

∥∥φ̂o(D − v)fy
∥∥2

2

6 CM
∑
y,v

∥∥φ̂o(D − v)fy
∥∥2

2
.

Substituting this into (12) and integrating in η, we see that

‖Uρf‖LqµLrν(
⋃
I) 6 CM1/2Co

(∑
y,v

∥∥φ̂o(D − v)fy
∥∥2

2

)1/2

.

The result follows by showing
∑
y,v

∥∥φ̂o(D − v)fy
∥∥2

2
6 C ‖f‖22 which follows using the

support properties of φ̂o and ψ.

It remains to prove (13). Since the intervals are disjoint and of length λ−1, (13) will
follow by proving that if QIo ∩ T ηyv 6= ∅ and dist(I, Io) > 50dMλ−1, then QI ∩ T ηyv = ∅.
Let (xo, to) ∈ QIo ∩ T ηyv and (x, t) ∈ QI , so that and |ρ(xo, to)− y − 2vto + η| 6 2d, and
we are required to prove that |ρ(x, t)− y − 2vt+ η| > 2d. Now
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|ρ(x, t)− y − 2vt+ η| > |ρ(x, t)− y − 2vt+ η − (ρ(xo, to)− y − 2vto + η)| − 2d

=
∣∣2(to − t)v +

(
ρ(x, t)− ρ(xo, to)

)∣∣− 2d

>
λ

2
|(to − t)| − 2M − 2d > 2d,

where in the second inequality we use the fact that |v| > λ/4 at the beginning. Thus
(x, t) 6∈ T ηyv, which proves (13), and we are done.

By taking ρ(x, t) = x, q = r = 2 and µ and ν to be localized Lebesgue measure, (4)
holds, with α = −1/2, by Fubini’s theorem and the conservation of the L2

x norm. Thus,
this provides a new, somewhat geometric, proof of the local smoothing phenomena due
to Constantin and Saut [7], Sjölin [26] and Vega [30].

Having localized in time, we are now able to prove an equivalence between space-time
estimates.

Lemma 2.2 Let I = [tI , tI + λ−1], and suppose that

sup
x∈supp(µ), t1,t2∈supp(ν)

|ρ(x, t2)− ρ(x, t1)|
|t2 − t1|

6M.

Setting ρI(x, t) = ρ(x, tI), suppose that there exists Co > 1 such that

‖UρIf‖LqµLrν(I) 6 Co‖f‖2 (14)

whenever f̂ is supported in Aλ. Then there exists Cd > 1 such that

‖Uρf‖LqµLrν(I) 6 CdM
d+1Co‖f‖2 (15)

whenever f̂ is supported in Aλ. Conversely, if (14) holds with ρI replaced by ρ, then (15)
holds with ρ replaced by ρI .

Proof. We show only the implication from (14) to (15), the converse being very similar.
After scaling ξ → λξ we note that

Uρf(x, t) =
λd

(2π)d

∫
ψ(ξ) eiλ

(
ρ(x,t)−ρ(x,tI)

)
·ξ ei(λρ(x,tI)·ξ−λ2t|ξ|2)f̂(λξ) dξ,

where ψ is smooth and equal to 1 on B2 and supported on (−π, π)d. Now by hypothesis,
we have

|λ(ρ(x, t)− ρ(x, tI))| 6Mλ|t− tI | 6M, t ∈ I.
Thus, expanding in a Fourier series on (−π, π)d,

ψ(ξ) eiλ
(
ρ(x,t)−ρ(x,tI)

)
·ξ =

1

(2π)d

∑
k∈Zd

a(x, t, k) eiξ·k,

where the Fourier coefficients, which also depend on λ and tI , uniformly satisfy

|a(x, t, k)| 6 CMd+1(1 + |k|)−(d+1), t ∈ I, x ∈ supp(µ). (16)
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This is easily calculated by integrating by parts the formula for the Fourier coefficients.
Thus, we have that

Uρf(x, t) =
λd

(2π)2d

∑
k∈Zd

a(x, t, k)

∫
ei(λρ(x,tI)·ξ−λ2t|ξ|2)eiξ·kf̂(λξ) dξ.

Now, by the triangle inequality, combined with (14) and (16), we see that

‖Uρf‖LqµLrν(I) 6 C
∑
k∈Zd

‖a( · , · , k)‖L∞µ L∞ν (I)

∥∥UρI (f(λ−1k + ·)
)∥∥
LqµLrν(I)

6 C
∑
k∈Zd

(1 + |k|)−(d+1)Md+1Co‖f‖2

6 CMd+1Co‖f‖2,

and so we are done.

The following result yields Theorem 1.2 by standard arguments. Indeed, one can cover
Rd by a countable number of the balls which are generated by Theorem 2.1, then extend
the operator Uρ from the Schwartz functions to Hs(Rd) using the estimates (18). This
yields a countable number of functions which are continuous in time for almost every
x ∈ Rd.

Theorem 2.1 Let q, r ∈ [2,∞], xo ∈ Rd, and let ρ, satisfying ρ(x, 0) = x, be continu-
ously differentiable. Then there exist constants Cs > 0 such that

‖eit∆f‖Lqx(Bd, Lrt [0,1]) 6 Cs ‖f‖Hs(Rd), s > so, (17)

if and only if there exist constants ε, cs > 0 such that

‖Uρf‖Lqx(B(xo,ε), Lrt [0, ε]) 6 cs ‖f‖Hs(Rd), s > so. (18)

Proof. Since detDxρ(xo, 0) = 1 and Dxρ is continuous, by the inverse function theorem
there is an ε > 0 such that ρ( · , t) : B(xo, 2ε) → Rd has its inverse ρ−1( · , t) for all
t ∈ [−2ε, 2ε]. The determinants of the Jacobians are uniformly bounded for all t ∈ [0, ε],
and we set Et = ρ−1(B(xo, ε), t).

First we prove that (17) implies (18). By translation invariance and scaling if necessary,
we have that

‖eit∆f‖Lqx(Et′ , L
r
t [0,ε]) 6 Cs ‖f‖Hs(Rd), s > so, (19)

for any fixed t′ ∈ [0, ε]. We cover [0, ε] by a union of disjoint intervals I = [tI , tI + λ−1],
where λ > ε−1. Then, by the change of variables x→ ρ(x, tI), the estimate (19) implies

‖UρIf‖LqµLrν(I) 6 Cλs‖f‖2

whenever f̂ is supported in Aλ, where ρI = ρ(·, tI), dµ(x) = χB(xo,ε)dx, and dν(t) =
χ[0,ε]dt. By the boundedness of |∂tρ| on B(xo, ε)× [0, ε] and the mean value theorem, we
can apply Lemma 2.2, so that

‖Uρf‖LqµLrν(I) 6 Cλs‖f‖2
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whenever f̂ is supported in Aλ. By the boundedness of |ρ| on B(xo, ε) × [0, ε], we can
apply Lemma 2.1 to obtain

‖Uρf‖LqµLrν [0,ε] 6 Cλs‖f‖2

whenever f̂ is supported in Aλ. Now the triangle inequality and summation along a
geometric series gives the desired bound (18) for s > so.

The converse direction is slightly easier. By the hypothesis (18), we have that

‖Uρf‖Lqx(B(xo,ε),Lrt (I0)) 6 Cλs‖f‖2

whenever f̂ is supported in Aλ, where we take I0 = [0, λ−1]. Then by Lemma 2.2 we may
replace ρ by ρ0 = ρ(x, 0) = x, obtaining

‖eit∆f‖Lqx(B(xo,ε), Lrt (I0)) 6 Cλs‖f‖2

whenever f̂ is supported in Aλ. By time translation this is valid for any interval I of
length λ−1, and we cover [0, ε] with such intervals. By Lemma 2.1 this yields

‖eit∆f‖Lqx(B(xo,ε), Lrt [0,ε]) 6 Cs λ
s‖f‖2.

Summing a geometric series and scaling we get (17), and so we are done.

3. The quantum harmonic oscillator

For k = (k1, . . . , kd) ∈ Nd0, let hk be Hermite functions which are normalized in L2(Rd).
Then, the solution to the Schrödinger equation for the harmonic oscillator is given by

e−itHf =
∑
k∈Nd0

e−it
(
|k|+ d

2

)
akhk

where ak are the Fourier–Hermite coefficients ak =
∫
Rd f(x)hk(x) dx. It follows that

‖e−itHf‖L2(Rd) = ‖f‖L2(Rd), for all time t. By the Mehler formula we also have the
integral representation

e−itHf(x) =

∫
Rd
Kt(x, y) f(y) dy, t ∈ (0, π/4),

where

Kt(x, y) =
1

[2πi sin t]d/2
exp

(
i

2
|x− y|2 cot t− ix · y tan

t

2

)
.

By comparing this with the integral representation of the solution to the free equation,

eit∆f(x) =
1

[4πit]d/2

∫
Rd
e
i|x−y|2

4t f(y) dy, t ∈ (0,∞)

one can calculate (see [5], [20] or [25] for details) that for Schwartz functions, we have
the transformation

e−i tan−1tHf(x) = e−
it
2 |x|

2

(1 + t2)d/4ei
t
2 ∆f

(√
1 + t2 x

)
, t ∈ (0,∞). (20)

By simple rescaling we see that ei
t
2 ∆f(x) = eit∆[f

(
2−1/2 · )]

(
21/2x), and (1+tan2 t)d/4 6

C for t ∈ (0, 1), so that

|e−itHf(2−1/2x)| ∼ |ei(tan t)∆[f(2−1/2 · )]
(√

1 + tan2 t x
)
|, t ∈ (0, 1).

10



Hence, the pointwise convergence problem for the harmonic oscillator can be thought
of as the problem for eit∆f along the curves t → (

√
1 + t2 x, t). Of course this fits into

the framework of the previous section, however slightly more can be said when ρ takes
this simple product structure.

For ` > 1, define Γ` by

Γ` =
{
γ ∈ C`[−2, 2] : 1/4 < γ < 4, sup

t1,t2∈[−2,2]

|γ(t2)− γ(t1)|
|t2 − t1|

6 4
}
,

and for γ ∈ Γ` we define the operator Sγ by

Sγf(x, t) =
1

(2π)d

∫
ei(γ(t)x·ξ−t|ξ|2)f̂(ξ) dξ, (21)

so that S1f = eit∆f . Note that Lemmas 2.1 and 2.2 of the previous section hold in the
Lipschitz case; for ρ(x, t) = γ(t)x with γ ∈ Γ0. The choice of 4 in the definition of Γ` is
of no importance; it can be any positive number bigger than 1. Similarly the γ need not
be defined in the whole interval [−2, 2].

For the proof of Theorem 1.3, we will require the following Littlewood–Paley–type
lemma in order to sum estimates restricted to dyadic pieces without losing any regularity.
Let χ be a smooth function such that suppχ ⊂ A1 and∑

k∈Z
χ(2−k · ) = 1.

As usual, we define the projection operators Pk by

P̂kf = χ(2−k · )f̂ .

Lemma 3.1 Let 1 < r <∞ and γ ∈ Γ ` with ` > 1 + d
4 + N

2 . Then∥∥ ∑
2k>8R

SγPkf(x, ·)
∥∥
Lrt [0,1]

6 C
∥∥( ∑

2k>8R

|SγPkf(x, ·)|2
) 1

2
∥∥
Lrt [−2,2]

+ CN‖f‖H−N (Rd)

whenever x ∈ BR.

Proof. Let ψ be smooth cutoff, equal to one on [0, 1], and supported in (−2, 2). Then

for a fixed x ∈ BR, we consider S̃γf , defined by

S̃γf(t) = ψ(t)Sγf(x, t),

as a function of t only. It will suffice to show that∥∥∥ ∑
2k>8R

S̃γPkf
∥∥∥
Lr[0,1]

6 C
∥∥∥( ∑

2k>8R

|S̃γPkf |2
) 1

2
∥∥∥
Lr(R)

+ CN,`‖f‖H−N (Rd).

We define projection operators in time frequency. Let χ̃ be a smooth function, equal to
one on {c−1

o 6 |τ | 6 co}, and supported on {(2co)−1 6 |τ | 6 2co} for some large co > 0,

and define P̃k by ̂̃
PkF = χ̃(2−kτ)F̂ (τ) , k > 1.

11



Then by Minkowski’s inequality,∥∥∥ ∑
2k>8R

S̃γPkf
∥∥∥
Lr[0,1]

6
∥∥∥ ∑

2k>8R

P̃2kS̃
γPkf

∥∥∥
Lr(R)

+
∑

2k>8R

∥∥∥(1− P̃2k)S̃γPkf
∥∥∥
Lr[0,1]

.

The first term is majorized by a multiple of ‖(
∑

2k>8R |S̃γPkf |2)
1
2 ‖Lr , by the usual

Littlewood–Paley inequality, so it remains to show that for N < 2(`− 1)− d/2,∑
2k>8R

∥∥∥(1− P̃2k)S̃γPkf
∥∥∥
Lr[0,1]

6 C ‖f‖H−N (Rd),

which follows from

‖(1− P̃2k)S̃γPkf‖Lr[0,1] 6 CN2−Nk‖Pkf‖2. (22)

This can be shown by a routine integration by parts argument.
Indeed, write

(1− P̃2k)S̃γPkf(t′)

=
1

2π

∫
|ξ|62k+2

∫
χ(2−kξ)

(
1− χ̃(2−2kτ)

)
K(x, ξ, τ) f̂(ξ)eiτt

′
dτdξ,

where

K(x, ξ, τ) =

∫
ψ(t) ei

(
γ(t)x·ξ−t(|ξ|2+τ)

)
dt.

Choosing co sufficiently large, | ddt (γ(t)x · ξ − t(|ξ|2 + τ))| > C max(22k, |τ |) on the region
of integration because 2k > 8R, |γ′(t)x| 6 cR and τ 6∈ (22kc−1

o , 22kco). By repeated
integration by parts, we see that

|K(x, ξ, τ)| 6 C`2
−2(`−1−e)k(1 + |τ |)−(1+e), e > 0,

whenever τ is in the region of integration. Hence, for t ∈ [0, 1], we obtain

|(1− P̃2k)S̃γPkf(t′)| 6 Cl2
−2(`−1−e)k

∫
|ξ|62k+2

|χ(2−kξ)f̂(ξ)| dξ

6 Cl2
−2(`−1−e)k+ d

2 k‖Pkf‖2,

by Hölder’s inequality and Plancherel’s theorem, and this implies (22).

Now we show the necessary conditions for the space-time estimates (3), enabling us to

take N = 1 in the previous lemma. Consideration of f given by f̂ = ψ(λ−1 · ), where ψ is
smooth and supported in A1, reveals that the condition s > d

2 −
d
q −

2
r is a necessary for

(3) to hold. In particular we may assume s > −1 when q, r > 2. To see that d+1
q + 1

r 6 d
2

is necessary when s = d
2 −

d
q −

2
r , we use f given by f̂ = φ(λ−1/2(ξ−λe1)) with nontrivial

φ ∈ C∞0 . By a change of variables, it is easy to that |Sγf(x)| > Cλd/2 the set defined by

|γ(t)x− 2λe1t| < coλ
− 1

2 and |t| < coλ
−1 for some small co > 0, so that

‖Sγf‖Lqx(BR, Lrt [0,1]) > Cλ
d
2−

d−1
2q −

3
2r .

Meanwhile ‖f‖Hs(Rd) 6 Cλs+d/4, so by letting λ→∞, we obtain the desired condition.
Thanks to the transformation (20), Theorem 1.3 is a consequence of the following

proposition. There is no reason to believe that the conditions on ` or β are sharp.
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Proposition 3.1 Let q, r > 2, r 6=∞, and suppose that

‖Sγf‖Lqx(BR, Lrt [0,1]) 6 CRα‖f‖Hs(Rd) (23)

for some γ ∈ Γ` with ` > d+6
4 . Then for all γ ∈ Γ` and β > 2d+ 3 + α,(∫

Rd

(∫ 1

0

|Sγf(x, t)|rdt
)q/r dx

(1 + |x|)βq

)1/q

6 Cβ‖f‖Hs(Rd). (24)

If r =∞ and ` = 0, then (23) for s > so implies that (24) holds for s > so.

Proof. The proof is very similar to the proof of Theorem 2.1, the main difference being
that ρ is defined by ρ(x, t) = γ(t)x and γ is uniformly bounded above and away from
zero, so we can invert ρ for a fixed t easily without need of the inverse function theorem.
This means that the neighbourhoods of integration only change by mild dilation.

Consider first the case r =∞ and ` = 0. Taking dµ(x) = χBRdx and dν(t) = χ[−2,2]dt,
the constant M which appears in the Lemmas 2.1 and 2.2 can be taken to be 4R.
Combining the lemmas as before yields that

‖Sγf‖Lqx(BR, Lrt [0,1]) 6 CRα‖f‖Hs(Rd)

implies that
‖S1f‖Lqx(BR/4, L

r
t [0,1]) 6 CRd+3/2+α‖f‖Hs(Rd). (25)

The domain of integration is smaller due to the change of variables, in order to convert
Sγ(tI) to S1. We can return to the original domain of integration by simply covering BR
with balls of radius R/4 and using the translation invariance of (25). Conversely, suppose
that the roles of Sγ and S1 in the above are interchanged, then the same implication holds.
Combining the two implications, then summing a geometric series in spatial dyadic annuli
yields the result.

For the endpoint result when r 6= ∞, we apply the Littlewood–Paley Lemma 3.1.
By using the symmetry and scaling invariance of (25), a very slight modification of the
previous argument gives that (23) implies

‖Sγf‖Lqx(BR, Lrt [−2,2]) 6 CR2d+3+αλs‖f‖2 (26)

whenever f̂ is supported in Aλ. It remains to combine the dyadic pieces without loss in
regularity. By Lemma 3.1 with N = 1,∥∥ ∑

2k>8R

SγPkf(x, ·)
∥∥
Lrt [0,1]

6 C
∥∥( ∑

2k>8R

|SγPkf(x, ·)|2
) 1

2
∥∥
Lrt [−2,2]

+ C ‖f‖H−1(Rd)

whenever x ∈ BR and ` > d+6
4 , and trivially,

‖Sγf‖Lqx(BR, Lrt [0,1]) 6 ‖1‖Lqx(BR, Lrt [0,1])‖f̂ ‖1
6 CR

d
q+ d

2 ‖f‖2 6 CRd+1‖f‖H−1

whenever f̂ is supported in B16R. Hence by the triangle inequality we see that

‖Sγf‖Lqx(BR, Lrt [0,1]) 6
∥∥∥ ∑

2k68R

SγPkf
∥∥∥
Lqx(BR, Lrt [0,1])

+
∥∥∥ ∑

2k>8R

SγPkf
∥∥∥
Lqx(BR, Lrt [0,1])

6 CRd+1‖f‖H−1(Rd) + C
( ∑

2k>2CR

‖SγPkf‖2Lqx(BR,Lrt [−2,2])

)1/2

.
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From (26) it follows that

‖Sγf‖Lqx(BR, Lrt [0,1]) 6 CRd+1‖f‖H−1(Rd) + CR2d+3+α
( ∑

2k>8R

‖2skPkf‖22
)1/2

6 CR2d+3+α ‖f‖Hs(Rd),

which we can sum as before to obtain the desired estimate. In the final inequality we use
the fact that s is necessarily greater than −1, as proven above.

Combining Proposition 3.1, the transformation (20) and the known bounds for the free
Schrödinger operator one can obtain a global weighted estimate for the maximal operator
f → sup0<t<1 |e−itHf |. Failure of global unweighted estimates for the maximal operator
was shown in [25].

Remark 3.1 Let eitP (D)f be the solution of the equation

i∂tu+ P (D)u = 0, u(·, 0) = f,

where P is a polynomial of degree m > 2 with ∇P (ξ) 6= 0 if |ξ| is sufficiently large.
Lemmas 2.1 and 2.2 can be extended to this case, however Lemma 3.1 is unavailable.
Thus Theorem 1.2 and the nonendpoint part of Proposition 3.1 hold for the nonellip-
tic Schrödinger operator, which, combined with the estimates of [23], yields convergence
along curves in this case. We note that the nonendpoint part of the previous proposi-
tion also holds with Lebesgue measure in time replaced by a general measure ν such that
‖1‖Lqx(BR,Lrν [−2,2]) 6 CRd. Again this is because Lemma 3.1 is not used.

From this we obtain the following equivalence. We remark that an analogous equiva-
lence for the Bochner–Riesz and Hermite Bochner–Riesz problems was proven by Kenig,
Stanton and Tomas [13].

Theorem 3.1 Let (tk) be a real sequence that converges to zero. Then

lim
k→∞

ei tan tk∆f(x) = f(x) a.e. x ∈ Rd

whenever f ∈ Hs(Rd) with s > so if and only if

lim
k→∞

e−itkHf(x) = f(x) a.e. x ∈ Rd

whenever f ∈ Hs(Rd) with s > so.

Proof. Thanks to the transformation (20) and scaling we have

|e−itHf(2−1/2x)| ∼ |ei(tan t)∆[f(2−1/2 · )]
(√

1 + tan2 t x
)
|, t ∈ (0, 1).

By Proposition 3.1 and Remark 3.1 we see that

‖S1f‖L2
x(BR, L∞ν [0,1]) 6 Cs ‖f‖Hs(Rd), s > so,

if and only if
‖Sγf‖L2

x(BR, L∞ν [0,1]) 6 cs ‖f‖Hs(Rd), s > so,

where γ(t) =
√

1 + (tan 1)2t2 and ν is the discrete measure which has mass at tan tk.
Thus, the result follows by applying the Nikisin–Stein maximal principle [27], with the
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weak (2,2) estimates converted into strong estimates by interpolation with the trivial
Hs → L∞, s > n/2, estimate followed by Hölder’s inequality.

From this one can easily deduce the failure of limt→0 e
−itHf = f a.e. for certain

f ∈ Hs(Rd) with s < 1/4. This was shown in [25] when d = 1. Indeed, if the convergence

held for all f ∈ Hs(Rd) with some s < 1/4, then in particular limk→∞ e−i tan−1 1
kHf = f

a.e., so that limk→∞ e
i
k∆f = f a.e. by Theorem 3.1. We remark that this is the sequence

of time along which Carleson originally considered the convergence [6]. By the Nikisin–
Stein maximal principle [27] followed by interpolation and Hölder’s inequality as before,
we would get ∥∥ sup

k>1
|e ik∆f |

∥∥
L2(BR)

6 Cs ‖f‖Hs(Rd)

for all f ∈ Hs(Rd) with some s < 1/4, and this is well-known to be false via the Dahlberg–

Kenig counterexample [9]. Indeed to see this one can consider f̂ = φ
(
λ−1/2(ξ−λe1)

)
with

nontrivial φ ∈ C∞0 . Note that |eit∆f(x)| > Cλd/2 if (x, t) ∈ A = {(x, t) : |x − 2λe1t| <
coλ
− 1

2 , |t| < coλ
−1} for some small co > 0. If (xo, to) ∈ A, there is an interval I of

length ∼ λ−
3
2 such that to ∈ I ⊂ (0, coλ

−1) and {xo} × I ⊂ A. Since 1
k −

1
k+1 <

c2λ−2 if 1
k < cλ−1, there is a ko such that 1

ko
∈ I. Thus, |e

i
ko

∆f(xo)| > Cλd/2, and it

follows that supk>1 |e
i
k∆f(x)| > Cλd/2 if |x1| < co and |(x2, x3, . . . , xd)| 6 coλ

−1/2. Since

‖f‖Hs(Rd) 6 Cλs+d/4, the maximal bound implies λ(d+1)/4 6 Cλs+d/4. Letting λ → ∞
this gives s > 1/4 which is a contradiction.

4. Fractal dimension of the divergence set

We have proven that, under various conditions, the set of points where convergence
fails is null with respect to Lebesgue measure. In this section we attempt to bound the the
Hausdorff dimension of this set. This makes no sense while considering Sobolev spaces,
as the functions are only defined up to a set of full Hausdorff dimension. Instead, we
consider the potential spaces, which we also call Hs(Rd), defined by

Hs(Rd) = {Gs ∗ f : f ∈ L2(Rd) }.

Here Ĝs(ξ) = (1 + |ξ|2)−s/2, so that each equivalence class of the Sobolev space has a
representative in the potential space.

Similarly we have to take more care with the definition of Sγ . We may define Sγf as
the pointwise limit

Sγf(·, t) = lim
N→∞

SγNf(·, t) (27)

whenever the limit exists, where the operator SγN is defined by

SγNf(x, t) =
1

(2π)d

∫
Rd
ψ(N−1|ξ|) f̂(ξ) ei(γ(t)x·ξ−t|ξ|2)dξ.

Here, for convenience, we take ψ to be the Gaussian ψ(r) = e−r
2

. By standard arguments,
this coincides with the traditional L2–limit, almost everywhere with respect to Lebesgue
measure, however it is also well defined with respect to fractal measures when s > 0
(see [1]).
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We denote by αd(s, γ) the supremum of

dimH

{
x ∈ Rd : Sγf(x, tk) 6→ f(x) as k →∞

}
(28)

over all f ∈ Hs(Rd) and all sequences (tk) that converge to zero. Here, as usual, dimH

denotes the Hausdorff dimension. In [1], a sharp result was proven,

α1(s, 1) =


1, s < 1/4,

1− 2s, 1/4 6 s < 1/2

0, 1/2 6 s,

which improved upon previous upper bounds due to Sjögren and Sjölin [24]. The lower
bound is a consequence of the fact that Gs ∗ f , with f ∈ L2(Rd), can be singular on
sets of dimension α when α < d − 2s (see [32]), combined with the Dahlberg–Kenig
counterexample [9]. Restricting attention to radial data, in [2] it was proven that

αd(s, 1) =


d, s < 1/4,

d− 2s, 1/4 6 s < 1/2

0, 1/2 < s,

which is again sharp.
We say that a positive Borel measure µ is α–dimensional if

cα(µ) := sup
x∈Rd, r>0

µ
(
B(x, r)

)
rα

<∞, 0 6 α 6 n,

and denote by Mα(BR) the α–dimensional measures which are supported in BR. Upper
bounds for αd follow from appropriate maximal estimates. Indeed, if for all R > 1, we
have ∥∥ sup

k>1
sup
N>1
|SγNf( · , tk)|

∥∥
L2(dµ)

6 CR
√
cα(µ) ‖f‖Hs(Rd), α > αo, (29)

whenever µ ∈ Mα
(
BR
)
, f ∈ Hs(Rd) and (tk) ∈ (0, 1)N, then αd(s, γ) 6 αo. This is

can be proven by standard arguments including an application of Frostman’s lemma (see
[2, Appendix B] for details).

Using the results of Section 2 we are able to extend these results (losing the endpoint
s = 1/4), so that they hold for

α∗d(s) := sup
γ∈Γ0

αd(s, γ).

In particular we extend the refinement to the quantum harmonic oscillator. In the fol-
lowing theorem we consider general data; the radial data extension is proven similarly.

Theorem 4.1 Let d
4 < s 6 d

2 . Then α∗d(s) = d− 2s.

Proof. Writing f = Gs ∗ g, we are required to prove∥∥ sup
k>1

sup
N>1
|SγN (Gs ∗ g)( · , tk)|

∥∥
L2(dµ)

6 CR
√
cα(µ) ‖g‖2, α > d− 2s, (30)
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whenever γ ∈ Γ0, µ ∈Mα(BR) and g ∈ L2(Rd). First we reduce this to proving∥∥ sup
0<t<1

|Sγ(Gs ∗ g)( · , t)|
∥∥
L2(dµ)

6 CR
√
cα(µ) ‖g‖2, α > d− 2s, (31)

whenever γ ∈ Γ0, µ ∈ Mα(BR) and g ∈ L2(Rd) with compact Fourier support. To see
this, we note that by the Fundamental Theorem of Calculus,

sup
N>1
|SγN (Gs ∗ g)| 6 |Sγ1 (Gs ∗ g)|+

∫ ∞
1

∣∣∣ d
dN

SγN (Gs ∗ g)
∣∣∣ dN, (32)

and we can calculate
∣∣ d
dN S

γ
N (Gs ∗ g)

∣∣ = N−2
∣∣Sγ(ψ′(N−1| · |)| · |Ĝsĝ

)∨∣∣. Substituting this
into (32), and (32) into (30), by Minkowski’s integral inequality, it will suffice to prove∥∥ sup

0<t<1
|Sγ(Ĝsψ(| · |)ĝ)∨( · , t)|

∥∥
L2(dµ)

6 CR
√
cα(µ) ‖g‖2,

which follows from (31) as ‖(ψ(| · |)ĝ)∨‖2 6 ‖g‖2, and for 0 < ε < 1/100,∫ ∞
1

∥∥∥ sup
0<t<1

∣∣∣Sγ(Ĝs[ψ′(N−1| · |)| · |ĝ
(1 + |ξ|2)e /2

])∨
( · , t)

∣∣∣ ∥∥∥
L2(dµ)

dN

N2
6 CR

√
cα(µ) ‖g‖2,

where we lose an e of regularity which is permissable. Now this would follow from (31)
as ∥∥∥(ψ′(N−1| · |)| · |ĝ

(1 + |ξ|2)e /2

)∨∥∥∥
2
6 C N1−e‖g‖2,

so it remains to prove (31).
We will apply Lemmas 2.1 and 2.2 as before; the difference here is that the measures

µ are not necessarily translation invariant, and so the changes of variables in order to
pass from S1 to Sγ(tI) change the supports of the measures. However we can argue in a
very similar way. Indeed, in [1, Proposition 3.1 and Lemma C.1], it was proven that∥∥ sup

0<t<1
|S1f( · , t)|

∥∥
L2(dµ)

6 C
√
cα(µ)λs‖f‖2, α > d− 2s, (33)

whenever µ ∈Mα(Bd) and f̂ is supported in Aλ. Now any measure in the classMα(B4R)
can be represented as the sum of a finite number of translated α-dimensional measures
supported in Bd, so that (33) yields∥∥ sup

0<t<1
|S1f( · , t)|

∥∥
L2(dµ)

6 CR
√
cα(µ)λs‖f‖2, α > d− 2s, (34)

whenever µ ∈ Mα(B4R) and f̂ is supported in Aλ. Applying Lemmas 2.1 and 2.2 as
before, from this we can conclude that∥∥ sup

0<t<1
|Sγf( · , t)|

∥∥
L2(dµ)

6 CR
√
cα(µ)λs‖f‖2, α > d− 2s,

whenever γ ∈ Γ0, µ ∈Mα(BR) and f̂ is supported in Aλ with λ > ‖µ‖1/d. Supposing for
a moment that µ is a probability measure, trivially we also have that∥∥ sup

0<t<1
|Sγf( · , t)|

∥∥
L2(dµ)

6 ‖f̂ ‖1 6
√
cα(µ) ‖f‖2, α > d− 2s,

whenever γ ∈ Γ0, µ ∈Mα(BR), and f̂ is supported in Aλ with λ 6 ‖µ‖1/d. The argument
is completed by summing a geometric series, and then considering ‖µ‖−1µ in order to
remove the condition that ‖µ‖ = 1.
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[25] P. Sjögren and J.L. Torrea, On the boundary convergence of solutions to the Hermite–Schrödinger

equation, Colloq. Math. 118 (2010), no. 1, 161–174.
[26] P. Sjölin, Regularity of solutions to the Schrödinger equation, Duke Math. J. 55 (1987), no. 3, 699–

715.

[27] E.M. Stein, On limits of sequences of operators, Ann. of Math. (2) 74 (1961), 140–170.

18



[28] T. Tao, A sharp bilinear restrictions estimate for paraboloids, Geom. Funct. Anal. 13 (2003), no. 6,

1359–1384.

[29] T. Tao and A. Vargas, A bilinear approach to cone multipliers. I & II., Geom. Funct. Anal. 10
(2000), no. 1, 216–258.

[30] L. Vega, Schrödinger equations: pointwise convergence to the initial data, Proc. Amer. Math. Soc.

102 (1988), no. 4, 874–878.
[31] K. Yajima, On smoothing property of Schrödinger propagators, Functional-analytic methods for

partial differential equations (Tokyo, 1989), Lecture Notes in Math., vol. 1450, Springer, Berlin,

1990, pp. 20–35.
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