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1. Introduction

Throughout this paper, let H denote a separable complex Hilbert space and B(H) denote the set
of all bounded linear operators acting on H. For an operator T ∈ B(H), T ∗ denotes the adjoint
of T . An operator T ∈ B(H) is said to be normal if T ∗T = TT ∗, unitary if T ∗T = TT ∗ = I,
hyponormal if its self-commutator [T ∗, T ] ≡ T ∗T − TT ∗ is positive semi-definite, and subnormal if
T has a normal extension N , i.e., there is a Hilbert space K containing H and a normal operator
N on K such that NH ⊆ H and T = N |H. For an operator T ∈ B(H), we write kerT and ran T
for the kernel and the range of T , respectively. For a set M, clM and M⊥ denote the closure and
the orthogonal complement of M, respectively.

We review a few essential facts for (block) Toeplitz operators and (block) Hankel operators
that we will need to begin with, using [Do1], [Do2], [GGK], [Ni], and [Pe]. Let L2 ≡ L2(T) be the
set of all square-integrable measurable functions on the unit circle T ≡ ∂ D in the complex plane
and H2 ≡ H2(T) be the corresponding Hardy space. Let H∞ ≡ H∞(T) := L∞(T)∩H2(T), that is,
H∞ is the set of bounded analytic functions on D. Given ϕ ∈ L∞ ≡ L∞(T), the Toeplitz operator
Tϕ and the Hankel operator Hϕ are defined by

Tϕg := P (ϕg) and Hϕg := JP⊥(ϕg) (g ∈ H2),

where P and P⊥ denote the orthogonal projections that map from L2 onto H2 and (H2)⊥, respec-
tively, and J denotes the unitary operator on L2 defined by J(f)(z) = zf(z).

Normal Toeplitz operators were characterized by a property of their symbols in the early
1960’s by A. Brown and P.R. Halmos [BH] and the hyponormality of Toeplitz operators was
completely solved in terms of their symbols by C. Cowen [Co2] in 1988.

Cowen’s Theorem ([Co2], [NT]) For ϕ ∈ L∞, write

E(ϕ) :=
{

k ∈ H∞ : ||k||∞ ≤ 1 and ϕ− kϕ ∈ H∞
}

.

Then Tϕ is hyponormal if and only if E(ϕ) is nonempty.
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The elegant and useful theorem of C. Cowen is to recast the operator-theoretic problem of hyponor-
mality for Toeplitz operators into the problem of finding a solution to a certain functional equation
involving the operator’s symbol. Tractable and explicit criteria for the hyponormality of Toeplitz
operators Tϕ with scalar-valued trigonometric polynomials or rational symbols ϕ were established
by many authors (cf. [Co1], [Co2], [CL], [FL1], [Gu], [GS], [HK], [HKL1], [HKL2], [HL1], [HL2],
[HL3], [Le], [NT], [Zhu], and etc.). When we study hyponormality (also, normality and subnormal-
ity) of the Toeplitz operator Tϕ with symbol ϕ we may, without loss of generality, assume that
ϕ(0) = 0 because the hyponormality of an operator is invariant under translation by scalars. We
recall that a function ϕ ∈ L∞ is said to be of bounded type (or in the Nevanlinna class) if there are
analytic functions ψ1, ψ2 ∈ H∞(D) such that

ϕ(z) =
ψ1(z)
ψ2(z)

for almost all z ∈ T.

We write, for an inner function θ,
H(θ) := H2 ª θ H2.

It was known [Ab, Lemma 3] that if ϕ ∈ H2 is such that ϕ is of bounded type and ϕ(0) = 0 then
we can write

(1.1) ϕ = θb,

where θ is an inner function and b ∈ H(θ) satisfies that b and θ are coprime. If ϕ is a rational
function then by Kronecker’s Lemma [Ni, p.183], θ in (1.1) can be chosen as a finite Blaschke
product. It was also [Ab, Lemma 6] known that if Tϕ is hyponormal, if ϕ /∈ H∞, and if ϕ or ϕ is
of bounded type then both ϕ and ϕ are of bounded type.

We now introduce the notion of block Toeplitz and block Hankel operators. Let Mn denote
the set of n× n complex matrices. For a complex Hilbert space X , let L2

X ≡ L2
X (T) be the Hilbert

space of X -valued norm square-integrable measurable functions on T and H2
X ≡ H2

X (T) be the
corresponding Hardy space. We observe that L2

Cn = L2(T)⊗Cn and H2
Cn = H2(T)⊗Cn. If Φ is a

matrix-valued function in L∞Mn
≡ L∞Mn

(T) (= L∞(T) ⊗Mn) then the block Toeplitz operator TΦ

and the block Hankel operator HΦ on H2
Cn are defined by

TΦf = Pn(Φf) and HΦf = JP⊥n (Φf) (f ∈ H2
Cn),

where Pn and P⊥n denote the orthogonal projections that map from L2
Cn onto H2

Cn and
(
H2
Cn

)⊥,
respectively and J denotes the unitary operator on L2

Cn given by J(g)(z) = zIng(z) for g ∈ L2
Cn

(In :=the n× n identity matrix). For Φ ∈ L∞Mn
, write

(1.2) Φ̃(z) := Φ∗(z).

An inner (matrix) function Θ ∈ H∞
Mn×m

(= H∞ ⊗Mn×m) is one satisfying Θ∗Θ = Im for almost
all z ∈ T, where Mn×m denotes the set of n ×m complex matrices. The following basic relations
can be easily derived:

(1.3) T ∗Φ = TΦ∗ , H∗
Φ = HΦ̃ (Φ ∈ L∞Mn

);
(1.4) TΦΨ − TΦTΨ = H∗

Φ∗HΨ (Φ, Ψ ∈ L∞Mn
);

(1.5) HΦTΨ = HΦΨ, HΨΦ = T ∗
Ψ̃
HΦ (Φ ∈ L∞Mn

, Ψ ∈ H∞
Mn

);
(1.6) H∗

ΦHΦ −H∗
ΘΦHΘΦ = H∗

ΦHΘ∗H
∗
Θ∗HΦ (Θ ∈ H∞

Mn
is inner, Φ ∈ L∞Mn

).

For a matrix-valued function Φ = [ϕij ] ∈ L∞Mn
, we say that Φ is of bounded type if each

entry ϕij is of bounded type and that Φ is rational if each entry ϕij is a rational function. A
matrix-valued trigonometric polynomial Φ ∈ L∞Mn

is of the form

Φ(z) =
N∑

j=−m

Ajz
j (Aj ∈ Mn),

where AN and A−m are called the outer coefficients of Φ.
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For matrix-valued functions A(z) =
∑∞

j=−∞Ajz
j ∈ L2

Mn
and B(z) =

∑∞
j=−∞Bjz

j ∈ L2
Mn

,
we define the inner product of A and B by

(A, B) :=
∫

T
tr (B∗A) dµ =

∞∑

j=−∞
tr (B∗

j Aj) ,

where tr (·) means the trace of the matrix and define ||A||2 := (A,A)
1
2 . We also define, for A ∈ L∞Mn

,

||A||∞ := ess supt∈T||A(t)|| (|| · || means the spectral norm of the matrix).

The following fundamental result is known as the Beurling-Lax-Halmos Theorem (cf. [FF],
[Ni]), which will be useful in the sequel.

The Beurling-Lax-Halmos Theorem. A nonzero subspace M of H2
Cn is invariant for the shift op-

erator S ≡ TzIn
on H2

Cn (i.e., S(M) ⊂ M) if and only if M = ΘH2
Cm , where Θ is an inner matrix

function in H∞
Mn×m

(m ≤ n).

From (1.5) we can see that the kernel of a block Hankel operator HΦ is an invariant subspace
of the shift operator on H2

Cn . Thus, if kerHΦ 6= {0}, then by the Beurling-Lax-Halmos theorem,

ker HΦ = ΘH2
Cm

for some inner matrix function Θ. In general, Θ need not be square. We note that if Θ ∈ H∞
Mn

is
an inner matrix function then kerHΘ∗ = ΘH2

Cn .

Recently, Gu, Hendricks and Rutherford [GHR] characterized the hyponormality of block
Toeplitz operators in terms of their symbols. In particular they showed that if TΦ is a hyponormal
block Toeplitz operator on H2

Cn , then Φ is normal, i.e., Φ∗Φ = ΦΦ∗. Their characterization for
hyponormality of block Toeplitz operators resembles the Cowen’s theorem except for an additional
condition – the normality of the symbol.

Lemma 1.1. (Hyponormality of Block Toeplitz Operators) [GHR] For each Φ ∈ L∞Mn
, let

E(Φ) :=
{

K ∈ H∞
Mn

: ||K||∞ ≤ 1 and Φ−KΦ∗ ∈ H∞
Mn

}
.

Then TΦ is hyponormal if and only if Φ is normal and E(Φ) is nonempty.

However, as in the scalar-valued cases, the case of arbitrary matrix-valued symbol Φ ∈ L∞Mn
,

though solved by Lemma 1.1, is in practice very difficult. In [GHR] it was shown that, as in
the scalar-valued case, if Φ is a matrix-valued trigonometric polynomial with an invertible analytic
outer coefficient then the hyponormality of TΦ can be determined by a matrix-valued Carathéodory
interpolation problem. In [HL4] and [HL5], it was shown that if Φ ∈ L∞Mn

is a matrix-valued
rational function then the hyponormality of the block Toeplitz operator TΦ can be determined by
the matrix-valued tangential or classical Hermite-Fejér interpolation problem.

For a matrix-valued function Φ ∈ H2
Mn×r

, we say that ∆ ∈ H2
Mn×m

is a left inner divisor of
Φ if ∆ is an inner matrix function such that Φ = ∆A for some A ∈ H2

Mm×r
(m ≤ n). We also say

that two matrix functions Φ ∈ H2
Mn×r

and Ψ ∈ H2
Mn×m

are left coprime if the only common left
inner divisor of both Φ and Ψ is a unitary constant and that Φ ∈ H2

Mn×r
and Ψ ∈ H2

Mm×r
are

right coprime if Φ̃ and Ψ̃ are left coprime. Two matrix functions Φ and Ψ in H2
Mn

are said to be
coprime if they are both left and right coprime. We remark that if Φ ∈ H2

Mn
is such that detΦ is

not identically zero then any left inner divisor ∆ of Φ is square, i.e., ∆ ∈ H2
Mn

. If Φ ∈ H2
Mn

is such
that det Φ is not identically zero then we say that ∆ ∈ H2

Mn
is a right inner divisor of Φ if ∆̃ is a

left inner divisor of Φ̃.
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On the other hand, in the preceding, we have remarked that Θ need not be square in the
equality kerHΦ = ΘH2

Cn . But it was known [GHR] that for Φ ∈ L∞Mn
, the following statements are

equivalent:

(i) Φ is of bounded type;
(ii) kerHΦ = ΘH2

Cn for some square inner matrix function Θ;
(iii) Φ = AΘ∗, where A ∈ H∞

Mn
and A and Θ are right coprime.

For Φ ∈ L∞Mn
we write

Φ+ := PnΦ ∈ H2
Mn

and Φ− :=
(
P⊥n Φ

)∗ ∈ H2
Mn

,

where Pn denotes the orthogonal projection from L2
Mn

onto H2
Mn

. Thus we can write Φ = Φ∗−+Φ+ .
Suppose Φ+ = [ϕij ] ∈ H2

Mn
is such that Φ∗ is of bounded type. Then we may write ϕij = θijbij ,

where θij is an inner function and θij and bij are coprime. Thus if θ is the least common multiple
of θij ’s then we can write

(1.7) Φ+ = [ϕij ] = [θijbij ] = [θaij ] = ΘA∗ (Θ = θIn, A ∈ H2
Mn

).

For brevity, we write I for the identity matrix and

Iζ := ζI (ζ ∈ L∞).

For an inner matrix function Θ ∈ H2
Mn

, we write

H(Θ) := H2
Cn ªΘH2

Cn , HΘ := H2
Mn

ªΘH2
Mn

and KΘ := H2
Mn

ªH2
Mn

Θ.

Let Φ ≡ Φ∗− + Φ+ ∈ L∞Mn
be such that Φ and Φ∗ are of bounded type. Then in view of (1.7) we

can write

(1.8) Φ+ = Θ1A
∗ and Φ− = Θ2B

∗,

where Θi = Iθi with an inner function θi (i = 1, 2), A ∈ KIzΘ1 and B ∈ KΘ2 . In particular, if
Φ ∈ L∞Mn

is rational then the θi are chosen as finite Blaschke products as we observed in (1.1).
Before we proceed we remark that by contrast to the scalar-valued case, Φ∗ may not be of

bounded type even though TΦ is hyponormal, Φ /∈ H∞
Mn

and Φ is of bounded type. But we have
one-way implication: if TΦ is hyponormal and Φ∗ is of bounded type then Φ is also of bounded
type (see [GHR]). Thus whenever we deal with hyponormal Toeplitz operators TΦ with symbols Φ
satisfying that both Φ and Φ∗ are of bounded type, it suffices to assume that only Φ∗ is of bounded
type.

In this paper we are concerned with the hyponormality of Toeplitz operators with matrix-
valued circulant symbols. In Section 2, we provide some auxiliary lemmas. In Section 3, we prove the
main result which gives a necessary and sufficient condition for Toeplitz operators with matrix-
valued partially circulant symbols to be hyponormal and also provide a rank formula for the
self-commutator.

2. Auxiliary lemmas

If Ω is the greatest common left inner divisor of A and Θ in the representation (1.7):

Φ = ΘA∗ = A∗Θ (Θ ≡ Iθ for an inner function θ),

then Θ = ΩΩl and A = ΩAl for some inner matrix Ωl (where Ωl ∈ H2
Mn

because det Θ is not
identically zero) and some Al ∈ H2

Mn
. Therefore if Φ∗ ∈ L∞Mn

is of bounded type then we can write

Φ = Al
∗Ωl, where Al and Ωl are left coprime:

in this case, A∗l Ωl is called the left coprime decomposition of Φ and similarly, we can write

Φ = ΩrA
∗
r , where Ar and Ωr are right coprime (Ωl ∈ H2

Mn
):

in this case, ΩrA
∗
r is called the right coprime decomposition of Φ.
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In general, it is not easy to check the condition “Θ and A are right coprime” for the repre-
sentation Φ = ΘA∗ (Θ is inner and A ∈ H2

Mn
) even though Θ = Iθ for an inner function θ. But if

θ is a finite Blaschke product then we have a more tractable criterion.

Lemma 2.1. If A, Θ ∈ H∞
Mn

(Θ := Iθ with a finite Blaschke product θ) then the following are
equivalent:
(a) A(α) is invertible for each zero α of θ;
(b) A and Θ are right coprime;
(c) A and Θ are left coprime.

Remark. Lemma 2.1 extends Lemma 3.10 of [CHL], in which the same result was proved when
A ∈ H∞

Mn
is rational.

Proof. (a) ⇒ (b): Suppose A(α) is invertible for each zero α of θ. Observe that

h ∈ kerHAΘ∗ ⇐⇒ AΘ∗h ∈ ΘH2
Cn ⇐⇒ Ah ∈ ΘH2

Cn .

Let θ be a finite Blaschke product of degree d. Then we can write

θ(z) = eiξ
N∏

i=1

( z − αi

1− αiz

)mi

,

where
∑N

i=1 mi = d. Thus h ∈ kerHAΘ∗ if and only if for each i = 1, 2, · · · , N



Ai,0 0 0 0 · · · 0
Ai,1 Ai,0 0 0 · · · 0
Ai,2 Ai,1 Ai,0 0 · · · 0

...
. . . . . . . . . . . .

...

Ai,mi−2 Ai,mi−3
. . . . . . Ai,0 0

Ai,mi−1 Ai,mi−2 . . . Ai,2 Ai,1 Ai,0







hi,0

hi,1

hi,2

...
hi,mi−2

hi,mi−1




= 0,

where

Ai,j :=
A(j)(αi)

j!
and hi,j :=

h(j)(αi)
j!

.

Since A(α) is invertible for each zero α of θ, Ai,0 is invertible for each i = 1, 2, · · · , N . Thus

hi,j = 0 (i = 1, 2, · · · , N, j = 0, 1, 2, · · · ,mi − 1),

which implies that kerHAΘ∗ ⊆ ΘH2
Cn . But since evidently ΘH2

Cn ⊆ kerHAΘ∗ , it follows that
kerHAΘ∗ = ΘH2

Cn , which implies that A and Θ are right coprime.
(b) ⇒ (a) and (b) ⇔ (c) : From the proof of [CHL, Lemma 3.10]. ¤

If Φ ∈ L∞Mn
, then by (1.4),

[T ∗Φ, TΦ] = H∗
Φ∗HΦ∗ −H∗

ΦHΦ + TΦ∗Φ−ΦΦ∗ .

Since the normality of Φ is a necessary condition for the hyponormality of TΦ, the positivity of
H∗

Φ∗HΦ∗−H∗
ΦHΦ is an essential condition for the hyponormality of TΦ. Thus it is more convenient

for the argument of the hyponormality of TΦ to define the positivity of H∗
Φ∗HΦ∗−H∗

ΦHΦ as another
notion.

Our proof of Lemma 2.1 relies upon interpolation theory. However, we are informed by the
referee that the proof of Lemma 2.1 can be simplified with the help of the corona theorem for
matrix-valued functions (cf. [Fu], [DD]). The authors are thankful to the referee for the valuable
comment.

Definition 2.2. Let Φ ∈ L∞Mn
. The pseudo-selfcommutator of TΦ is defined by

[T ∗Φ, TΦ]p := H∗
Φ∗HΦ∗ −H∗

ΦHΦ.
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Then TΦ is said to be pseudo-hyponormal if [T ∗Φ, TΦ]p is positive semidefinite.

From the definition, we can see that the pseudo-hyponormality of TΦ is independent of the
constant matrix term Φ(0). Thus whenever we consider the pseudo-hyponormality of TΦ we may
assume that Φ(0) = 0. Observe that if Φ ∈ L∞Mn

then

[T ∗Φ, TΦ] = [T ∗Φ, TΦ]p + TΦ∗Φ−ΦΦ∗ .

We thus have

TΦ is hyponormal ⇐⇒ TΦ is pseudo-hyponormal and Φ∗Φ = ΦΦ∗, i.e., Φ is normal

and (via Theorem 3.3 of [GHR]) TΦ is pseudo-hyponormal if and only if E(Φ) 6= ∅.

The following lemma shows that the pseudo-hyponormality of TΦ with a bounded type symbol
Φ gives a relationship between the analytic and co-analytic parts of the symbol :

Lemma 2.3. Let Φ ≡ Φ∗− + Φ+ ∈ L∞Mn
be such that Φ and Φ∗ are of bounded type of the form

Φ+ = Θ1A
∗ (right coprime decomposition) and Φ− = Θ2B

∗ (right coprime decomposition).

If TΦ is pseudo-hyponormal then Θ1 = Θ2Θ0 for some inner matrix Θ0.

Proof. Suppose TΦ is pseudo-hyponormal. Then there exists a matrix function K ∈ H∞
Mn

such that
||K||∞ ≤ 1 and Φ − KΦ∗ ∈ H∞

Mn
. Thus HΦ∗− = HKΦ∗+ = T ∗

K̃
HΦ∗+ , which implies kerHΦ∗+ ⊆

kerHΦ∗− . Hence Θ1H
2
Cn ⊆ Θ2H

2
Cn and therefore Θ2 is a left inner divisor of Θ1 (cf. [FF, Corollary

IX.2.2]), which gives the result. ¤

In view of Lemma 2.3, when we study the pseudo-hyponormality of block Toeplitz operator TΦ

with symbol Φ whose adjoint is of bounded type, we may assume that the symbol Φ ≡ Φ∗−+Φ+ ∈
L∞Mn

is of the form
Φ+ = ΘΘ1A

∗ and Φ− = ΘB∗.

For a closed subspace X of a Hilbert space H, write PX for the orthogonal projection from
H onto X .

The following is an elementary observation.

Lemma 2.4. For any inner matrices Θ1 and Θ2 in H2
Mn

, we have

KΘ1Θ2 = KΘ1Θ2 +KΘ2 .

Proof. For F ∈ KΘ1Θ2 , we can write
F = F1 + F2,

where F1 ∈ H2
Mn

Θ2 and F2 = PKΘ2
F . Thus F1 = EΘ2 for some E ∈ H2

Mn
. Since F1 = EΘ2 ∈

KΘ1Θ2 , it follows that E ∈ KΘ1 . This proves the inclusion KΘ1Θ2 ⊆ KΘ1Θ2 + KΘ2 . The reverse
inclusion is obvious. ¤

The following lemma shows the pull-back property on the symbols of hyponormal block
Toeplitz operators.

Lemma 2.5. Let Φ ≡ Φ∗− + Φ+ ∈ L∞Mn
be such that Φ and Φ∗ are of bounded type of the form

Φ+ = ΘΘ1A
∗ and Φ− = ΘB∗ (Θ and Θ1 are inner),

where Θ1 and A are right coprime. Put

(2.1) Ψ = Φ∗− + Θ (PKΘA1)∗,

where A1 is defined by
Θ1A

∗ = A∗1Θ2,



Hyponormal Toeplitz Operators 7

where A1 and Θ2 are left coprime. Then

(2.2) TΦ is pseudo-hyponormal ⇐⇒ TΨ is pseudo-hyponormal.

Moreover, if Θ1 = Iθ1 for a finite Blaschke product θ1, then in (2.1), A1 can be chosen as A.

Proof. Suppose TΦ is pseudo-hyponormal. Then there exists a matrix function K ∈ E(Φ), i.e.,
BΘ∗ −KAΘ∗1Θ

∗ ∈ H2
Mn

, which implies that KAΘ∗1 ∈ H2
Mn

. We thus have

KΘ∗2A1 ∈ H2
Mn

, so that, AT
1 (Θ∗2)

T KT ∈ H2
Mn

,

where (·)T means the transpose of the matrix. This implies HAT
1 (Θ∗2)T TKT = 0. We thus have

(2.3) KT H2
Cn ⊆ kerHAT

1 (ΘT
2 )∗ = ΘT

2 H2
Cn ,

where the last equality follows from the observation that AT
1 and ΘT

2 are right coprime because A1

and Θ2 are left coprime. Thus (2.3) shows that ΘT
2 is a left inner divisor of KT , i.e., KT = ΘT

2 (K ′)T

for some K ′ ∈ H2
Mn

, so that K = K ′Θ2. Thus we have

K ∈ E(Φ) ⇐⇒ BΘ∗ −KAΘ∗1Θ
∗ ∈ H2

Mn

⇐⇒ BΘ∗ −KΘ∗2A1Θ∗ ∈ H2
Mn

⇐⇒ BΘ∗ −K ′A1Θ∗ ∈ H2
Mn

.

We write
A′1 := PKΘA1 and A′′1 := A−A′1 ∈ H2

Mn
Θ.

We thus have
K ∈ E(Φ) ⇐⇒ BΘ∗ −K ′(A′1 + A′′1)Θ∗ ∈ H2

Mn
.

But since A′′1 ∈ H2
Mn

Θ, and hence A′′1Θ∗ ∈ H2
Mn

, it follows that

K ∈ E(Φ) ⇐⇒ BΘ∗ −K ′[PKΘA1

]
Θ∗ ∈ H2

Mn
⇐⇒ K ′ ∈ E(Ψ),

which gives the result. The second assertion follows at once from the first together with Lemma
2.1. ¤

Lemma 2.5 guarantees that the analytic part of the symbol Φ can be “pulled back” to a
function having the same inner part of the decomposition as that of the co-analytic part without
losing the pseudo-hyponormality. However the ‘coprime’ condition is essential. To see this consider

Φ :=
[
z + 2z2 0

0 z + 2z

]
.

Write
Θ = Θ1 := Iz, A := [ 2 0

0 2z ] , and B := [ 1 0
0 1 ] .

Then
Φ+ = ΘΘ1A

∗ and Φ− = ΘB∗.
Put

Ψ := Θ1(PKΘ1
A)∗ + BΘ∗1 =

[
z + 2z 0

0 z

]
.

Then TΦ is pseudo-hyponormal (because if K :=
[ 1

2 z 0

0 1
2

]
then Φ∗− −KΦ∗+ ∈ H∞ and ||K||∞ < 1),

whereas TΨ is not (because Tz is not hyponormal). Note that by Lemma 2.1, A and Θ1 are not
right coprime because A(0) is not invertible.

If Φ ≡ Φ∗− + Φ+ ∈ L∞Mn
is of bounded type of the form

Φ+ = ΘA∗ and Φ− = ΘB∗ (Θ is inner)

and if Θ0 is a right inner divisor of Θ, we write

ΦΘ0 :=
[
PKΘ0

B
]
Θ∗0 + Θ0

[
PKΘ0

A
]∗

.
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We then have:

Lemma 2.6. Let Φ ≡ Φ∗− + Φ+ ∈ L∞Mn
be such that Φ and Φ∗ are of bounded type of the form

Φ+ = ΘA∗ and Φ− = ΘB∗,

where Θ is inner. If Θ0 is a right inner divisor of Θ, then

E(Φ) ⊆ E(ΦΘ0).

In particular, if TΦ is pseudo-hyponormal then TΦΘ0
is pseudo-hyponormal.

Proof. Let Θ = Θ1Θ0 for some inner matrix function Θ1. If K ∈ E(Φ), then BΘ∗−KAΘ∗ ∈ H2
Mn

,
or equivalently,

BΘ∗0 −KAΘ∗0 ∈ H2
Mn

Θ1 .

In view of Lemma 2.4, we can write

A := PKΘ0
A + A1 and B := PKΘ0

B + B1,

where A1 = H1Θ0 and B1 = H2Θ0 for some H1,H2 ∈ KΘ1 . We thus have(
PKΘ0

B −KPKΘ0
A

)
Θ∗0 +

(
H2 −KH1

)
∈ H2

Mn
Θ1,

so that [
PKΘ0

B
]
Θ∗0 −K

[
PKΘ0

A
]
Θ∗0 ∈ H2

Mn
,

which implies that K ∈ E(ΦΘ0). Thus we have that E(Φ) ⊆ E(ΦΘ0), which gives the result. ¤

3. Toeplitz operators with matrix-valued circulant symbols

To motivate our interest in the circulant symbols, we recall [FKKL, IC, It] that the characterization
of finite normal Toeplitz matrices states that every finite normal Toeplitz matrix whose eigenvalues
are not collinear must be a generalized circulant, which is a normal matrix of the form




a0 eiωaN . . . . . . eiωa1

a1 a0
. . .

...
...

. . . . . . . . .
...

...
. . . a0 eiωaN

aN . . . . . . a1 a0




.

We also recall that a trigonometric polynomial ϕ(z) =
∑N

n=−N anzn is called a circulant polynomial
if a−k = eiωaN−k+1 for every 1 ≤ k ≤ N and ω ∈ [0.2π), in other words, the compression of Tϕ to∨{1, z, . . . , zN} is a generalized circulant matrix. In [FL2], the hyponormality of Toeplitz operators
with circulant polynomial symbols was completely characterized.

Suppose ϕ(z) =
∑n

k=−n akzk is a circulant polynomial. If ϕ(0) = 0, then we may write

ϕ = b + eiωzn+1b ∈ L∞ (b ∈ H0(zn+1)),

where
H0(θ) :=

{
h ∈ H(θ) : h(0) = 0

}
.

More generally, a function ϕ ∈ L∞ is called a circulant function if

ϕ = f + θf (θ is inner, f ∈ H0(θ)).

We introduce:

Definition 3.1. For Φ ∈ L∞Mn
, Φ is called a (matrix-valued) circulant function if

Φ = A + Θ∗A,
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where Θ := Iθ for an inner function θ, A ∈ K0
Θ ≡ {B ∈ KΘ : B(0) = 0}, and det A is not identically

zero.

On the other hand, if

Φ =




ϕ11 . . . ϕ1n

...
ϕn1 . . . ϕnn


 ∈ L∞Mn

,

then Φ is a circulant function if and only if each ϕij is a circulant function of the form

ϕij = fij + θfij (fij ∈ H0(θ)).

Since A ∈ K0
Θ we have that Φ+ = A and Φ∗− = Θ∗A. In particular, if Φ is a circulant function then

Φ∗ is of bounded type because Φ− = ΘA∗ ∈ H2
Mn

, so that A∗ = Θ∗Φ− and Φ∗ = A∗ + ΘA∗ =
Θ∗Φ− + Φ− = Θ∗(Φ− + ΘΦ−).

The authors of [GHR] characterized the hyponormality of TΦ with symbol Φ satisfying
||Φ+||2 = ||Φ−||2: for given Φ = Φ+ + Φ∗− ∈ L∞Mn

, if ||Φ+||2 = ||Φ−||2 and det Φ+ is not iden-
tically zero, then TΦ is hyponormal if and only if Φ∗Φ = ΦΦ∗ and Φ+ = Φ−K for some inner
matrix function K ∈ H∞

Mn
.

The following lemma says that the hyponormality and the pseudo-hyponormality coincide for
the cases of circulant symbols.

Lemma 3.2. Let Ψ = A + Θ∗A ∈ L∞Mn
be a circulant function. Then the following statements are

equivalent:
(a) TΨ is hyponormal;
(b) TΨ is pseudo-hyponormal;
(c) K := (A∗)−1Θ∗A is the only inner matrix function in E(Ψ).

Proof. (a) ⇒ (b): Obvious.
(b) ⇒ (c): Suppose TΨ is pseudo-hyponormal. Since

||Ψ−||22 =
∫

T
tr [(ΘA∗)∗ΘA∗] dµ =

∫

T
trAA∗ dµ = ||Ψ+||22,

it follows from the preceding remark that there exists an inner matrix function K ∈ H∞
Mn

such
that A = A∗ΘK. Thus K = (A∗)−1Θ∗A because Θ = Iθ.

(c) ⇒ (a): Suppose K := (A∗)−1Θ∗A is an inner matrix function in E(Ψ). Then TΨ is pseudo-
hyponormal and A = A∗ΘK because Θ = Iθ. Since K is an inner matrix, it follows that

AA∗ = A∗ΘKK∗Θ∗A = A∗A,

which implies that A is normal, and hence Ψ is also normal. Therefore TΨ is hyponormal. ¤

We are ready to prove the main theorem, which is a kind of the extension property of the
symbol. It provides a necessary and sufficient condition for the symbol of a hyponormal Toeplitz
operators with circulant symbols to be pulled up without losing the hyponormality.

Theorem 3.3. Let Ψ = A + Θ∗A ∈ L∞Mn
be a circulant function and let Φ = Φ∗− + Φ+ ∈ L∞Mn

be of
the form

Φ+ := AΘ0 + B and Φ− := ΘA∗Θ0 + C,

where Θ0 = Iθ0 for an inner function θ0 and B,C ∈ KIzΘ0 . Then

TΦ is pseudo-hyponormal ⇐⇒ (A∗)−1Θ∗A ∈ E(C∗ + B).

Moreover, if TΦ is hyponormal then the rank of the self-commutator of TΦ is computed from the
formula

(3.1) rank [T ∗Φ, TΦ] = deg
[
det

(
(A∗)−1Θ∗A

)]
,
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where deg (k) denotes the degree of k - meaning the number of zeros of k (in the open unit disk D)
if k is a finite Blaschke product and ∞ otherwise.

Proof. Suppose TΦ is pseudo-hyponormal. Since Θ = Iθ, we know that

Φ+ := AΘ0 + B = (AΘ∗ + BΘ∗Θ∗0)Θ0Θ = (ΘA∗ + Θ0ΘB∗)∗Θ0Θ

Φ− := ΘA∗Θ0 + C = (A + Θ0ΘC∗)∗Θ0Θ.

Thus it follows that

ΦΘ = Θ [PKΘ(ΘA∗ + ΘΘ0B
∗)]∗ + [PKΘ(A + ΘΘ0C

∗)]Θ∗.

But since B ∈ KIzΘ0 , we have that 〈B, H2
Mn

IzΘ0〉 = 0. Thus BΘ∗0 ∈ L2
Mn

ª H2
Mn

Iz, and hence
Θ0B

∗ ∈ H2
Mn

and similarly, Θ0C
∗ ∈ H2

Mn
. This implies that PKΘ(ΘΘ0B

∗) = 0 = PKΘ(ΘΘ0C
∗),

so that
ΦΘ = Θ [PKΘ(ΘA∗)]∗ + [PKΘ(A)]Θ∗ = Θ(ΘA∗)∗ + AΘ∗ = A + Θ∗A = Ψ.

By Lemma 2.6, TΨ is pseudo-hyponormal and E(Φ) ⊆ E(Ψ). By Lemma 3.2, K := (A∗)−1Θ∗A is
the only inner function in E(Ψ). Since E(Φ) ⊆ E(Ψ) and E(Ψ) is a singleton set, it follows that
E(Φ) = {K}, so that

(3.2)
Φ∗− −KΦ∗+ = Θ∗0AΘ∗ + C∗ −K(Θ∗0A

∗ + B∗)

=
(
Θ∗0A− (A∗)−1AΘ∗0A

∗)Θ∗ +
(
C∗ − (A∗)−1Θ∗AB∗) ∈ H2

Mn
.

Since Θ0 = Iθ0 , (3.2) reduces to C∗ − (A∗)−1Θ∗AB∗ ∈ H2
Mn

because A is normal. But since
K = (A∗)−1Θ∗A is an inner function, it follows that (A∗)−1Θ∗A ∈ E(C∗ + B). The converse is
evident from (3.2).

Towards the rank formula (3.1), suppose that TΦ is hyponormal. Since K ≡ (A∗)−1Θ∗A ∈
E(C∗ + B), it follows that for some F ∈ H2

Mn
,

(3.3) C∗ −KB∗ = F, i.e., B = CK − F ∗K.

We thus have

(3.4) Φ+ = Φ−K − F ∗K, or equivalently, Φ− = Φ+K∗ + F ∗.

Observe by (1.6),

(3.5) [T ∗Φ, TΦ] = H∗
Φ∗+

HΦ∗+ −H∗
Φ∗−

HΦ∗− = H∗
Φ∗+

HΦ∗+ −H∗
KΦ∗+

HKΦ∗+ = H∗
Φ∗+

HK∗H∗
K∗HΦ∗+ .

We now claim that

(3.6) kerH∗
Φ∗+

HK∗ = kerHK∗ .

Towards (3.6), let g ∈ kerH∗
Φ∗+

HK∗ . We write

g = g1 + Kg2 where g1 ∈ H(K) and g2 ∈ H2
Cn .

We then have

(3.7)

H∗
Φ∗+

HK∗g = H∗
Φ∗+

JP⊥n
(
K∗(g1 + Kg2)

)

= H∗
Φ∗+

J(K∗g1)

= JP⊥n
(
Φ̃∗+(z)IzK

∗(z)g1(z)
)

= JP⊥n
[(

Φ−(z)K(z)− F ∗(z)K(z)
)
IzK

∗(z)g1(z)
]

(by (3.4))

= JP⊥n
[(

Φ−(z)− C(z) + B(z)K∗(z)
)
Izg1(z)

]
(by (3.3))

= PnJ
(
Iz(ΘA∗Θ0)(z)g1(z) + B(z)K∗(z)Izg1(z)

)
(because JP⊥n = PnJ)

= Pn

(
IzIzΘA∗Θ0g1 + IzBK∗Izg1

)

= ΘA∗Θ0g1 + Pn(BK∗g1).
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But since K∗g1 is co-analytic and B ∈ KIzΘ0 , it follows that BK∗g1 ∈ L2
Cn ªΘ0H

2
Cn : indeed, for

any d ∈ H2
Cn ,

〈BK∗g1, Θ0d〉 = 〈(Θ∗0B)(K∗g1), d〉 = 0.

Therefore we have that Pn(BK∗g1) ∈ H(Θ0). Since ΘA∗Θ0g1 ∈ Θ0H
2
Cn , it follows from (3.7)

that H∗
Φ∗+

HK∗g cannot be zero unless g1 = 0, which says that g ∈ kerH∗
Φ∗+

HK∗ only if g = Kg2.
Consequently, kerH∗

Φ∗+
HK∗ ⊆ kerHK∗ , which proves (3.6). Thus by (3.5) and (3.6),

rank [T ∗Φ, TΦ] = rank
(
H∗

Φ∗+
HK∗

)

= dim
(
H2
Cn ª kerH∗

Φ∗+
HK∗

)

= dim
(
H2
Cn ª kerHK∗

)

= dim
(
H2
Cn ªK H2

Cn

)

= deg (det K) ,

where the last equality comes from the following observation:

dim
(
H2
Cn ªK H2

Cn

)
= dimkerTK∗ = −indexTK = −indexTdetK

= dimkerTdetK
= dimH(detK)

= deg (det K) ,

where the third equality comes from the well-known Fredholm theory of block Toeplitz operators
since det K 6= 0 (cf. [Pe, Theorem 3.4.8]). This proves the theorem. ¤

We give a revealing example.

Example 3.4. Let aj , bj ∈ C for j = 1, 2 and consider the matrix-valued trigonometric polynomial

Φ ≡
[

z−2 + z−1 − z + z2 −2z−2 + b1z
−1 + a1z − 2z2

2z−2 + b2z
−1 + a2z + 2z2 z−2 + z−1 − z + z2

]
.

Write

Φ0 ≡ ΦIz
=

[
z−1 + z −2z−1 − 2z

2z−1 + 2z z−1 + z

]
=

[
z −2z
2z z

]
+

[
z2 0
0 z2

]∗ [
z −2z
2z z

]
.

Evidently, Φ0 is a circulant function and TΦ0 is normal. Write

A :=
[

z −2z
2z z

]
, Θ := Iz2 , B :=

[−z a1z
a2z −z

]
, C :=

[
z b2z

b1z z

]
.

By Theorem 3.3, we know that

TΦ is pseudo-hyponormal ⇐⇒ (A∗)−1Θ∗A ∈ E(C∗ + B).

Observe that

(A∗)−1Θ∗A =
[

z 2z
−2z z

]−1

Iz−2

[
z −2z
2z z

]

=
1
5

[−3 −4
4 −3

]
.

Thus TΦ is pseudo-hyponormal if and only if
[

z−1 b1z
−1

b2z
−1 z−1

]
− 1

5

[−3 −4
4 −3

] [−z−1 a2z
−1

a1z
−1 −z−1

]
∈ H2

Mn
,
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or equivalently, 



z−1 − (
3
5z−1 − 4

5a1z
−1

) ∈ H2

b1z
−1 − (− 3

5a2z
−1 + 4

5z−1
) ∈ H2

b2z
−1 − (− 4

5z−1 − 3
5a1z

−1
) ∈ H2

z−1 − (
4
5a2z

−1 + 3
5z−1

) ∈ H2,

or equivalently,

a1 = −1
2
, a2 =

1
2
, b1 =

1
2
, b2 = −1

2
.

In fact, in this case, a straightforward calculation shows that TΦ is normal.

The next corollary gives a nice rank formula for the self-commutators of TΦ if the symbol Φ
is a circulant polynomial.

Corollary 3.5. Let Φ ∈ L∞Mn
be a matrix-valued circulant polynomial of the form

Φ(z) :=
r∑

j=−r

Ajz
j ≡ Θ∗A + A,

where Θ = Iθ with θ := eiξzr+1 for some ξ ∈ R and let F denote the analytic matrix polynomial

F (z) :=
r∑

j=1

Ajz
j−1.

If TΦ is pseudo-hyponormal then for every zero ζ of detF such that |ζ| > 1, the number 1/ζ is a
zero of detF in D of multiplicity greater than or equal to the multiplicity of ζ. Moreover, if TΦ is
hyponormal then the rank of the self-commutator of TΦ is given by

(3.8) rank [T ∗Φ, TΦ] = ZD − ZC\D −
(
n(r − 1)− deg

(
detF

))
,

where ZD and ZC\D are the number of zeros of detF in D and in C \ D counting multiplicity. In
particular, if the analytic outer coefficient Ar is invertible then

(3.9) rank [T ∗Φ, TΦ] = ZD − ZC\D .

Proof. Note that A(z) :=
∑r

j=1 Ajz
j . If TΦ is pseudo-hyponormal then by Lemma 3.2, K ≡

(A∗)−1Θ∗A is the only inner matrix function in E(Φ). Thus det K = det A
(
detΘ detA

)−1
is a

scalar-valued inner function. Observe

(3.10) detK =
detA

detΘ detA
=

zndetF

einξzn(r+1)zndetF
= e−inξ det F

zn(r−1)det F
.

Since det K is inner and det F is a polynomial it follows that detK is a finite Blaschke product.
Therefore for every zero ζ of det F such that |ζ| > 1, the number 1/ζ is a zero of det F in D
of multiplicity greater than or equal to the multiplicity of ζ. Towards (3.8) suppose that TΦ is
hyponormal. If deg (det F ) = m ≤ n(r − 1), then we can write

detK = e−inξ
zp

∏m−p
j=1 (z − αj)

zn(r−1)z−m
∏m−p

j=1 (1− αjz)
(αj 6= 0).

Since det K is a finite Blaschke product it follows that n(r − 1)−m ≤ p and

deg (det K) = ZD − ZC\D −
(
n(r − 1)−m

)
.

Thus the formula (3.8) follows from Theorem 3.3. On the other hand, if Ar is invertible then
m = n(r − 1), which together with (3.8) gives (3.9). ¤
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