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ABSTRACT

During the week of December 20-24, 2004, the author is one of two principal lecturers at the
Winter School 2004 of Operator Theory and Operator Algebras. In this lecture I attempt to
set forth some of the recent developments that had taken place in Toeplitz operator theory. In
particular I focus on the hyponormlaity and subnormality of Toeplitz operators on the Hardy space
of the unit circle.

CONTENTS

1. Preliminaries
1.1 Spectra and Essential Spectra
1.2 Weighted Shifts
1.3 Hyponormality and Subnormality
1.4 Fourier Transform and Beurling’s Theorem
1.5 Hardy Spaces
1.6 Toeplitz Operators

2. Hyponormality of Toeplitz Operators
2.1 Cowen’s Theorem
2.2 Trigonometric Polynomial Symbols Cases
2.3 Bounded Type Symbols Cases

3. Subnormality of Toeplitz Operators
3.1 Halmos’s Problem 5
3.2 Weak Subnormality
3.3 Gaps between k-Hyponormality and Subnormality
3.4 Miscellany

∗This work was partially supported by a grant (R14-2003-006-01000-0) from the Korea Science and Engineering
Foundation.

1



1 Preliminaries

In this lecture all Hilbert spaces will be understood to be complex and H will be a separable Hilbert
space. We write L(H) for the algebra of all bounded linear operators on H and K(H) for the set
of compact operators on H. In this chapter we give basic notions and results which will be used in
the sequel: spectra and essential spectra, weighted shifts, hyponormality and subnormality, Fourier
transform and Beurling’s theorem, Hardy spaces and elementary properties of Toeplitz operators
on the Hardy space of the unit circle. We also present some proofs for the well-known results.

1.1 Spectra and Essential Spectra

If T ∈ L(H), then the spectrum, denoted σ(T ), and the point spectrum, denoted σp(T ), of T are
defined by

σ(T ) := {λ ∈ C : T − λ is not invertible};
σp(T ) := {λ ∈ C : T − λ is not one-one}.

It is well-known that σ(T ) is a non-empty compact set in C. However σp(T ) is liable to be empty.
For example, if U is the unilateral shift on ℓ2, i.e.,

U :=


0
1 0

1 0
1 0

. . .
. . .


then σp(T ) = ∅. The spectral radius, denoted r(T ), of T is defined by

r(T ) := sup
λ∈σ(T )

|λ|.

By the Gelfand formula, we have
r(T ) = lim

n→∞
||Tn|| 1

n .

An operator T ∈ L(H) is called Fredholm if T has closed range with finite dimensional null
space and its range of finite co-dimension. The quotient map L(H) → L(H)/K(H) (=the Calkin
algebra) is denoted by π. Then by the Atkinson’s theorem,

T is Fredholm ⇐⇒ π(T ) is invertible in L(H)/K(H).
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The index of a Fredholm operator T ∈ L(H) is defined by the equality

ind(T ) := dimT−1(0)− dimH/clT (H) = dimT−1(0)− dimT ∗−1(0).

The function ind(·) satisfies the following:

1. (Index Product Theorem) ind (ST ) = indS + indT for Fredholm operators S, T ;

2. (Index Stability Theorem) ind (T +K) = indT if T is Fredholm and K is compact;

3. (Index Continuity Theorem) The map ind(·) is continuous.

The essential spectrum, denoted σe(T ), of T ∈ L(H) is defined by

σe(T ) := {λ ∈ C : T − λ is not Fredholm}.

By the Atkinson’s theorem,
σe(T ) = σL(H)/K(H)(π(T )).

Thus σe(T ) is compact. If dimH = ∞ then σe(T ) ̸= ∅, and if instead dimH <∞ then σe(T ) = ∅
because this case forces L(H) = K(H). In particular,

σe(T +K) = σe(T ) for all compact operators K.

Write D for the open unit disk and let T ≡ ∂D.
If U is the unilateral shift on ℓ2 then (cf. [Con1])

1. σ(U) = clD;

2. σp(U) = ∅;

3. |λ| < 1 ⇒ dimker (U∗ − λ) = 1;

4. σe(T ) = ∂ D;

5. |λ| < 1 ⇒ ind (U − λ) = −1.

Two operators S and T in L(H) are said to be unitarily equivalent if there exists a unitary
operator V such that V TV −1 = S, denoted by T ∼= S.

An operator T is called quasinilpotent if σ(T ) = {0}, or equivalently, limn→∞ ||Tn|| 1
n = 0. For

example, if

T =


0
1 0

1
2 0

1
3 0

. . .
. . .


then limn→∞ ||Tn|| 1

n = limn→∞
(
1 · 1

2 · · ·
1
n

) 1
n = limn→∞

(
1
n!

) 1
n = 0, so that T is quasinilpotent.

Finally, σ(T ) and σe(T ) enjoy the spectral mapping theorem: i.e., if f(z) is an analytic function
in an open neighborhood of σ(T ) then

f(σ∗(T )) = σ∗(f(T )) where σ∗ = σ, σe.
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1.2 Weighted Shifts

Given a bounded sequence of positive numbers α : α0, α1, · · · (called weights), the (unilateral)
weighted shift Wα associated with α is the operator on ℓ2(Z+) defined by Wαen := αnen+1 for all
n ≥ 0, where {en}∞n=0 is the canonical orthonormal basis for ℓ2. It is straightforward to check that

Wα is compact ⇐⇒ αn → 0.

Indeed, Wα = UD, where U is the unilateral shift and D is the diagonal operator whose diagonal
entries are αn.

We observe:

Proposition 1.2.1. If T ≡Wα is a weighted shift and ω ∈ ∂D then T ∼= ωT .

Proof. If V en := ωnen for all n then V TV ∗ = ωT .

As a consequence of Proposition 1.2.1, we can see that the spectrum of a weighted shift must
be a circular symmetry:

σ(Wα) = σ(ωWα) = ωσ(Wα).

Indeed we have:

Theorem 1.2.2. If T ≡ Wα is a weighted shift with weight sequence α ≡ {αn}∞n=0 such that
αn → α+ then

(i) σp(T ) = ∅;

(ii) σ(T ) = {λ : |λ| ≤ α+};

(iii) σe(T ) = {λ : |λ| = α+};

(iv) |λ| < α+ ⇒ ind (T − λ) = −1.

Proof. The assertion (i) is straightforward. For the other assertions, observe that if α+ = 0 then
T is compact and quasinilpotent. If instead α+ > 0 then T − α+U (U :=the unilateral shift) is a
weighted shift whose weight sequence converges to 0. Hence T − α+U is a compact and hence

σe(T ) = σe(α+U) = α+σe(U) = {λ : |λ| = α+}.

If |λ| < α+ then T − λ is Fredholm and

ind(T − λ) = ind(α+U − λ) = −1.

In particular, {λ : |λ| ≤ α+} ⊂ σ(T ). By the assertion (i), we can conclude that σ(T ) = {λ : |λ| ≤
α+}.

Theorem 1.2.3. If T ≡Wα is a weighted shift with weight sequence α ≡ {αn}∞n=0 then

[T ∗, T ] =


α2
0

α2
1 − α2

0

α2
2 − α2

1

. . .


Proof. From a straightforward calculation.
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1.3 Hyponormality and Subnormality

An operator T ∈ L(H) is said to be normal if T ∗T = TT ∗, hyponormal if the self-commutator
[T ∗, T ] ≡ T ∗T − TT ∗ ≥ 0, and subnormal if T = N |H, where N is normal on some Hilbert space
K ⊇ H.

The following lemma is elementary:

Proposition 1.3.1. subnormal ⇒ hyponormal.

Proof. If S is subnormal then there exists a normal operator N =

(
S A
0 B

)
. Thus,

0 = N∗N −NN∗ =

(
[S∗, S]−AA∗ S∗A

A∗S A∗A+ [B∗, B]

)
,

which implies [S∗, S] = AA∗ ≥ 0.

Definition 1.3.2. Let µ be a compactly supported measure on C and define Nµ on L2(µ) by

Nµf = zf.

Then Nµ is normal since N∗
µf = zf . If P 2(µ) denotes the closure in L2(µ) of analytic polynomials,

define Sµ on P 2(µ) by
Sµf = zf.

Then Sµ is subnormal and Nµ is a normal extension of Sµ.

Definition 1.3.3. A vector e0 is called a cyclic vector for T if

H = cl{p(T )e0 : p is a polynomial}

and a star-cyclic vector for T if

H = cl{Te0 : T ∈ C∗(T )},

where C∗(T ) denotes the C∗-algebra generated by T and 1. The operator T ∈ L(H) is called a
cyclic [star-cyclic] operator if T has a cyclic [star-cyclic] vector.

It was known [Con1], [Con3] that if T ∈ L(H) then

1. T is a star-cyclic normal operator ⇐⇒ T ∼= Nµ;

2. T is a cyclic subnormal operator ⇐⇒ T ∼= Sµ;

3. If µ = Lebesgue measure on ∂D then Nµ is the bilateral shift on L2(T).

We here record basic properties of hyponormal operators which have been developed in the
literature.

Proposition 1.3.4 (Basic Properties of Hyponormal Operators). Let T ∈ L(H) be a hyponormal
operator. Then we have:

(a) If T ∼= S then S is also hyponormal;
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(b) T − λ is hyponormal for every λ ∈ C;

(c) If TM ⊂ M then T |M is hyponormal;

(d) ||T ∗h|| ≤ ||Th|| for all h, so that ker(T − λ) ⊂ ker(T − λ)∗;

(e) If f and g are eigenvectors corresponding to distinct eigenvalues of T then f ⊥ g;

(f) If λ ∈ σp(T ) then ker (T − λ) reduces T ;

(g) If T is invertible then T−1 is hyponormal;

(h) (Stampfli, 1962) ||Tn|| = ||T ||n, so that ||T || = r(T ) (r(·) denotes spectral radius);

(i) T is isoloid, i.e., isoσ(T ) ⊂ σp(T );

(j) If λ /∈ σ(T ) then dist(λ, σ(T )) = ||(T − λ)−1||−1.

(k) (Berger-Shaw theorem) If T is cyclic then tr [T ∗, T ] ≤ 1
πµ(σ(T ));

(l) (Putnam’s Inequality) || [T ∗, T ] || ≤ 1
πµ(σ(T )).

Proof. (a)-(f) are straightforward.
(g) Note that if T is positive and invertible then

T ≥ 1 ⇔ T−1 ≤ 1.

Since T ∗T ≥ TT ∗ and T is invertible we have T−1(T ∗T )(T−1)∗ ≥ T−1(TT ∗)(T−1)∗ = 1, so that
T ∗T−1(T ∗)−1T ≤ 1, and hence

T−1(T ∗)−1 = (T ∗)−1(T ∗T−1(T ∗)−1T )T−1 ≤ (T ∗)−1T−1.

(h) Observe

||Tnf ||2 = ⟨Tnf, Tnf⟩ = ⟨T ∗Tnf, Tn−1f⟩ ≤ ||T ∗Tnf || · ||Tn−1f || ≤ ||Tn+1f || · ||Tn−1f ||.

We use an induction. Clearly, it is true for n = 1. Suppose ||T k|| = ||T ||k for 1 ≤ k ≤ n. Then

||T ||2n = ||Tn||2 ≤ ||Tn+1|| · ||Tn−1|| = ||Tn+1|| · ||T ||n−1, so that ||T ||n+1 ≤ ||Tn+1||.

(j) Observe that

1

||(T − λ)−1||
=

1

maxµ∈σ((T−λ)−1) |µ|
= min
µ∈σ(T−λ)

|µ| = dist(λ, σ(T )).

(l) Let f ∈ H with ||f || = 1 and K := cl{r(T )f : r is a rational function}. If S := T |K then S
is a cyclic hyponormal operator and ||S∗f || ≤ ||T ∗f ||. By the Berger-Shaw theorem,

⟨[T ∗, T ]f, f⟩ = ||Tf ||2 − ||T ∗f ||2 ≤ ||Sf ||2 − ||S∗f ||2 = ⟨[S∗, S]f, f⟩

≤ tr [S∗, S] ≤ 1

π
µ(σ(S)) ≤ 1

π
µ(σ(T )).

Since f was arbitrary the result follows.
For (i) and (k), refer [Con2].

Theorem 1.3.5 (A Characterization of Subnormality). If T ∈ L(H) then the following are equiv-
alent:
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(a) T is subnormal;

(b) (Bram-Halmos, 1955)
I T ∗ . . . T ∗k

T T ∗T . . . T ∗kT
...

...
. . .

...
T k T ∗T k . . . T ∗kT k

 ≥ 0 (all k ≥ 1).

(c) 
[T ∗, T ] [T ∗2, T ] . . . [T ∗k, T ]
[T ∗, T 2] [T ∗2, T 2] . . . [T ∗k, T 2]

...
... . . .

...
[T ∗, T k] [T ∗2, T k] . . . [T ∗k, T k]

 ≥ 0 (all k ≥ 1).

(d) (Embry, 1973) There is a positive operator-valued measure Q on some interval [0, a] ⊂ R
such that

T ∗nTn =

∫
t2ndQ(t) for all n ≥ 0.

Proof. See [Con2].

Condition (b) (or equivalently, condition (c)) provides a measure of the gap between hyponor-
mality and subnormality. In fact, the positivity condition (b) for k = 1 is equivalent to the
hyponormality of T , while subnormality requires the validity of (b) for all k. So we define T to
be k-hyponormal whenever the (k + 1) × (k + 1) operator matrix in (b) is positive semi-definite.
Then the Bram-Halmos criterion can be rephrased as saying that T is subnormal if and only if T
is k-hyponormal for every k ≥ 1 ([CMX]).

Theorem 1.3.6 (Berger’s Theorem). Let T ≡ Wα be a weighted shift with weight sequence α ≡
{αn} and define the moment of T by

γ0 := 1 and γn := α2
0α

2
1 · · ·α2

n−1 (n ≥ 1).

Then T is subnormal if and only if there exists a probability measure ν on [0, ||T ||2] such that

(1.3.6.1) γn =

∫
[0,||T ||2]

tndν(t) (n ≥ 1).

Proof. (⇒) Note that T is cyclic. So if T is subnormal then T ∼= Sµ, i.e., there is an isomorphism
U : ℓ2 → P 2(µ) such that

Ue0 = 1 and UTU−1 = Sµ.

Observe Tne0 =
√
γnen for all n. Also, U(Tne0) = SnµUe0 = Snµ1 = zn. So∫

|z|2ndµ =

∫
|UTne0|2dµ =

∫
|U(

√
γnen)|2dµ = γn

∫
|Uen|2dµ = γn||Uen||2 = γn.

If ν is defined on [0, ||T ||2] by
ν(∆) = µ({z : |z|2 ∈ ∆})

then ν is a probability measure and γn =
∫
tndν(t).

(⇐) If ν is the measure satisfying (1.3.6.1), define the measure µ by dµ(reiθ) = 1
2πdθdν(r).

Then we can see that T ∼= Sµ.
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Example 1.3.7. (a) The Bergman shift Bα is the weighted shift with weight sequence α ≡ {αn}
given by

αn =

√
n+ 1

n+ 2
(n ≥ 0).

Then Bα is subnormal: indeed,

γn = α2
0 · · ·α2

n−1 =
1

2
· 2
3
· · · n

n+ 1
=

1

n+ 1

and if we define µ(t) = t, i.e., dµ = dt then∫ 1

0

tndµ(t) =
1

n+ 1
= γn.

(b) If αn : β, 1, 1, 1, · · · then Wα is subnormal: indeed γn = β2 and if we define dµ = β2δ1 +

(1− β2)δ0 then
∫ 1

0
tndµ = β2 = γn.

Remark. Recall that the Bergman space A(D) for D is defined by

A(D) := {f : D → C : f is analytic with

∫
D
|f |2dµ <∞}.

Then the orthonormal basis for A(D) is given by {en ≡
√
n+ 1 zn : n = 0, 1, 2, · · · } with dµ = 1

πdA.
The Bergman operator T : A(D) → A(D) is defined by

Tf = zf.

In this case the matrix (αij) of the Bergman operator T with respect to the basis {en ≡
√
n+ 1 zn :

n = 0, 1, 2, · · · } is given by

αij = ⟨Tej , ei⟩

= ⟨T
√
j + 1 zj ,

√
i+ 1 zi⟩

= ⟨
√
j + 1 zj+1,

√
i+ 1 zi⟩

=
√
(j + 1)(i+ 1)

∫
D
zj+1zidµ

=
√
(j + 1)(i+ 1)

1

π

∫ 2π

0

∫ 1

0

rj+1+iei(j+1−i)θ · rdr dθ

=

{√
j+1
j+2 (i = j + 1)

0 (i ̸= j + 1) :

therefore

T =



0√
1
2 0√

2
3 0√

3
4 0

. . .
. . .


.

8



Recall ([Ath],[CMX],[CoS]) that T ∈ L(H) is said to be weakly k-hyponormal if

LS((T, T 2, · · · , T k)) :=


k∑
j=1

αjT
j : α = (α1, · · · , αk) ∈ Ck


consists entirely of hyponormal operators. If k = 2 then T is said to be quadratically hyponormal.
Similarly, T is said to be polynomially hyponormal if p(T ) is hyponormal for every polynomial
p ∈ C[z]. It is known that k-hyponormal ⇒ weakly k-hyponormal, but the converse is not true in
general. The classes of (weakly) k-hyponormal operators have been studied in an attempt to bridge
the gap between subnormality and hyponormality ([Cu1], [Cu2], [CuF1], [CuF2], [CuF3], [CLL],
[CuL1], [CuL2], [CuL3], [CMX], [DPY], [McCP]). The study of this gap has been only partially
successful. For example, such a gap is not yet well described for Toeplitz operators on the Hardy
space of the unit circle. For weighted shifts, positive results appear in [Cu1] and [CuF3], although
no concrete example of a weighted shift which is polynomially hyponormal but not subnormal has
yet been found (the existence of such weighted shifts was established in [CP1] and [CP2]).
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1.4 Fourier Transform and Beurling’s Theorem

A trigonometric polynomial is a function p ∈ C(T) of the form
∑n
k=−n akz

k. It was well-known
that the set of trigonometric polynomials are uniformly dense in C(T) and hence is dense in L2(T).
In fact, if en := zn, (n ∈ Z) then {en : n ∈ Z} forms an orthonormal basis for L2(T). The Hardy
space H2(T) is spanned by {en : n = 0, 1, 2, · · · }. Write H∞(T) := L∞(T) ∩H2(T). Then H∞ is
a subalgebra of L∞.

Let m :=the normalized Lebesgue measure on T and write L2 := L2(T). If f ∈ L2 then the

Fourier transform of f , f̂ : Z → C, is defined by

f̂(n) ≡ ⟨f, en⟩ =
∫
T
fzndm =

1

2π

∫ 2π

0

f(t)e−intdt,

which is called the n-th Fourier coefficient of f . By Parseval’s identity,

f =

∞∑
n=−∞

f̂(n)en,

which converges in the norm of L2. This series is called the Fourier series of f .

Proposition 1.4.1. (i) f ∈ L2 ⇒ f̂ ∈ ℓ2(Z);

(ii) If V : L2 → ℓ2(Z) is defined by V f = f̂ then V is an isomorphism.

(iii) If W = Nm on L2 then VWV −1 is the bilateral shift on ℓ2(Z).

Proof. (i) Since by Parseval’s identity,
∑

|f̂(n)|2 = ||f ||2 <∞, it follows f̂ ∈ ℓ2(Z).
(ii) We claim that ||V f || = ||f ||: indeed, ||V f ||2 = ||f̂ ||2 =

∑
|f̂(n)|2 = ||f ||2. If f = zn then

f̂(k) =

{
0 if k ̸= n

1 if k = n,

so that f̂ is the n-th basis vector in ℓ2(Z). Thus ranV is dense and hence V is an isomorphism.
(iii) If {en} is an orthonormal basis for ℓ2(Z) then by (ii), V zn = en. Thus VWzn = V (zn+1) =

en+1 = UV zn.

If T ∈ L(H), write LatT for the set of all invariant subspaces for T , i.e.,

LatT := {M ⊂ H : TM ⊂ M}.

Theorem 1.4.2. If µ is a compactly supported measure on T and M ∈ LatNµ then

M = ϕH2 ⊕ L2(µ|∆),

where ϕ ∈ L∞(µ) and ∆ is a Borel set of T such that ϕ|∆ = 0 a.e. and |ϕ|2µ = m(:=the normalized
Lebesgue measure).

Proof. See [Con3, p.121].

Now consider the case where µ = m (in this case, Nµ is the bilateral shift). Observe

ϕ ∈ L2, |ϕ|2m = m =⇒ |ϕ| = 1 a.e.,

so that there is no Borel set ∆ such that ϕ|∆ = 0 and m(∆) ̸= 0. Therefore every invariant
subspace for the bilateral shift must have one form or the other. We thus have:
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Corollary 1.4.3. If W is the bilateral shift on L2 and M ∈ LatW then

either M = L2(m|∆) or M = ϕH2

for a Borel set ∆ and a function ϕ ∈ L∞ such that |ϕ| = 1 a.e.

Definition 1.4.4. A function ϕ ∈ L∞ [ϕ ∈ H∞] is called a unimodular [inner] function if |ϕ| = 1
a.e.

The following theorem has had an enormous influence on the development in operator theory
and function theory.

Theorem 1.4.5 (Beurling’s Theorem). If U is the unilateral shift on H2 then

LatU = {ϕH2 : ϕ is an inner function}.

Proof. Let W be the bilateral shift on L2. If M ∈ LatU then M ∈ LatW . By Corollary 1.4.3,
M = L2(m|∆) or M = ϕH2, where ϕ is a unimodular function. Since U is a shift,∩

UnM ⊂
∩
UnH2 = {0},

so the first alternative is impossible. Hence ϕH2 = M ⊂ H2. Since ϕ = ϕ · 1 ∈ M, it follows
ϕ ∈ L∞ ∩H2 = H∞.
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1.5 Hardy Spaces

If f ∈ H2 and f(z) =
∑∞
n=0 anz

n is its Fourier series expansion, this series converges uniformly on
compact subsets of D. Indeed, if |z| ≤ r < 1, then

∞∑
n=m

|anzn| ≤

( ∞∑
n=m

|an|2
) 1

2
( ∞∑
n=m

|z|2n
) 1

2

≤ ||f ||2

( ∞∑
n=m

r2n

) 1
2

.

Therefore it is possible to identify H2 with the space of analytic functions on the unit disk whose
Taylor coefficients are square summable.

Proposition 1.5.1. If f is a real-valued function in H1 then f is constant.

Proof. Let α =
∫
fdm. By hypothesis, we have α ∈ R. Since f ∈ H1, we have

∫
fzndm = 0 for

n ≥ 1. So
∫
(f − α)zndm = 0 for n ≥ 0. Also,

0 =

∫
(f − α)zndm =

∫
(f − α)z−ndm (n ≥ 0),

so that
∫
(f − α)zndm = 0 for all integers n. Thus f − α annihilates all the trigonometric polyno-

mials. Therefore, f − α = 0 in L1.

Corollary 1.5.2. If ϕ is inner such that ϕ = 1
ϕ ∈ H2 then ϕ is constant.

Proof. By hypothesis, ϕ+ ϕ and ϕ−ϕ
i are real-valued functions in H2. By Proposition 1.5.1, they

are constant, so is ϕ.

The proof of the following important theorem uses Beurling’s theorem.

Theorem 1.5.3 (The F. and M. Riesz Theorem). If f is a nonzero function in H2, then m

(
{z ∈

∂D : f(z) = 0}
)

= 0. Hence, in particular, if f, g ∈ H2 and if fg = 0 a.e. then f = 0 a.e. or

g = 0 a.e.

Proof. Let △ = a Borel set of ∂D and put

M := {h ∈ H2 : h(z) = 0 a.e. on △}.

Then M is an invariant subspace for the unilateral shift. By Beurling’s theorem, if M ̸= {0}, then
there exists an inner function ϕ such that M = ϕH2. Since ϕ = ϕ · 1 ∈ M, it follows ϕ = 0 on △.
But |ϕ| = 1 a.e., and hence M = {0}.

A function f in H2 is called an outer function if

H2 =
∨

{znf : n ≥ 0}.

So f is outer if and only if it is a cyclic vector for the unilateral shift.

Theorem 1.5.4 (Inner-Outer Factorization). If f is a nonzero function in H2, then

∃ an inner function ϕ and an outer function g in H2 s.t. f = ϕg.

In particular, if f ∈ H∞, then g ∈ H∞.
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Proof. Observe M ≡
∨
{znf : n ≥ 0} ∈ LatU . By Beurling’s theorem,

∃ an inner function ϕ s.t. M = ϕH2.

Let g ∈ H2 be such that f = ϕg. We want to show that g is outer. Put N ≡
∨
{zng : n ≥ 0}.

Again there exists an inner function ψ such that N = ψH2. Note that

ϕH2 :=
∨

{znf : n ≥ 0} =
∨

{znϕg : n ≥ 0} = ϕψH2.

Therefore there exists a function h ∈ H2 such that ϕ = ϕψh so that ψ = h ∈ H2. Hence ψ is a
constant by Corollary 1.5.2. So N = H2 and g is outer. Assume f ∈ H∞ with f = ϕg. Thus
|g| = |f | a.e. on ∂D, so that g must be bounded, i.e., g ∈ H∞.

13



1.6 Toeplitz Operators

Let P be the orthogonal projection of L2(T) onto H2(T). For φ ∈ L∞(T), the Toeplitz operator
Tφ with symbol φ is defined by

Tφf = P (φf) for f ∈ H2.

Remember that {zn : n = 0, 1, 2, · · · } is an orthonormal basis for H2. Thus if φ ∈ L∞ has the
Fourier coefficients

φ̂(n) =
1

2π

∫ 2π

0

φzndt,

then the matrix (aij) for Tφ with respect to the basis {zn : n = 0, 1, 2, · · · } is given by:

aij = (Tφz
j , zi) =

1

2π

∫ 2π

0

φzi−jdt = φ̂(i− j).

Thus the matrix for Tφ is constant on diagonals:

(aij) =


c0 c−1 c−2 c−3 · · ·
c1 c0 c−1 c−2 · · ·
c2 c1 c0 c−1 · · ·
c3 c2 c1 c0 · · ·
...

. . .
. . .

. . .
. . .

 , where cj = φ̂(j) :

Such a matrix is called a Toeplitz matrix.

Lemma 1.6.1. Let A ∈ L(H2). The matrix A relative to the orthonormal basis {zn : n =
0, 1, 2, · · · } is a Toeplitz matrix if and only if

U∗AU = A, where U is the unilateral shift.

Proof. The hypothesis on the matrix entries aij = ⟨Azj , zi⟩ of A if and only if

(1.6.1.1) ai+1,j+1 = aij (i, j = 0, 1, 2, · · · ).

Noting Uzn = zn+1 for n ≥ 0, we get

(1.6.1.1) ⇐⇒ ⟨U∗AUzj , zi⟩ = ⟨AUzj , Uzi⟩ = ⟨Azj+1, zi+1⟩ = ⟨Azj , zi⟩, ∀ i, j
⇐⇒ U∗AU = A.

Remark. AU = UA ⇔ A is an analytic Toeplitz operator (i.e., A = Tφ with φ ∈ H∞).

Consider the mapping ξ : L∞ → L(H2) defined by ξ(φ) = Tφ. We have:

Proposition 1.6.2. ξ is a contractive ∗-linear mapping from L∞ to L(H2).

Proof. It is obvious that ξ is contractive and linear. To show that ξ(φ)∗ = ξ(φ), let f, g ∈ H2.
Then

⟨Tφf, g⟩ = ⟨P (φf), g⟩ = ⟨φf, g⟩ = ⟨f, φg⟩ = ⟨f, P (φg)⟩ = ⟨f, Tφg⟩ = ⟨T ∗
φf, g⟩,

so that ξ(φ)∗ = T ∗
φ = Tφ = ξ(φ).

14



Remark. ξ is not multiplicative. For example, TzTz ̸= I = T1 = T|z|2 = Tzz. Thus ξ is not a
homomorphism.

In special cases, ξ is multiplicative.

Proposition 1.6.3. TφTψ = Tφψ ⇐⇒ either ψ or φ is analytic.

Proof. (⇐) Recall that if f ∈ H2 and ψ ∈ H∞ then ψf ∈ H2. Thus, Tψf = P (ψf) = ψf . So

TφTψf = Tφ(ψf) = P (φψf) = Tφψf, i.e., TφTψ = Tφψ.

Taking adjoints reduces the second part to the first part.
(⇒) From a straightforward calculation.

Write Mφ for the multiplication operator on L2 with symbol φ ∈ L∞. The essential range of

φ ∈ L∞ ≡ R(φ) :=the set of all λ for which µ

(
{x : |f(x)− λ| < ϵ}

)
> 0 for any ϵ > 0.

Lemma 1.6.4. If φ ∈ L∞(µ) then σ(Mφ) = R(φ).

Proof. If λ /∈ R(φ) then

∃ ε > 0 s.t. µ

(
{x : |φ(x)− λ| < ε}

)
= 0, i.e., |φ(x)− λ| ≥ ϵ a.e. [µ].

So

g(x) :=
1

φ(x)− λ
∈ L∞(X,µ).

Hence Mg is the inverse of Mφ − λ, i.e., λ /∈ σ(Mφ). For the converse, suppose λ ∈ R(φ). We will
show that

∃ a sequence {gn} of unit vectors ∈ L2 with the property ||Mφgn − λgn|| → 0,

showing that Mφ − λ is not bounded below, and hence λ ∈ σ(Mφ). By assumption, {x ∈ T :
|φ(x)− λ| ≤ 1

n} has a positive measure. So we can find a subset

En ⊆
{
x ∈ T : |φ(x)− λ| ≤ 1

n

}
satisfying 0 < µ(En) <∞. Letting gn :=

χEn√
µ(En)

, we have that

∣∣(φ(x)− λ)gn(x)
∣∣ ≤ 1

n
|gn(x)|,

and hence ||(φ− λ)gn||L2 ≤ 1
n −→ 0.

Proposition 1.6.5. If φ ∈ L∞ is such that Tφ is invertible, then φ is invertible in L∞.

Proof. In view of Lemma 1.6.4, it suffices to show that

Tφ is invertible =⇒ Mφ is invertible.

If Tφ is invertible then
∃ ε > 0 s.t. ||Tφf || ≥ ε||f ||, ∀f ∈ H2.

15



So for n ∈ Z and f ∈ H2,

||Mφ(z
nf)|| = ||φznf || = ||φf || ≥ ||P (φf)|| = ||Tφf || ≥ ε||f || = ε||znf ||.

Since {znf : f ∈ H2, n ∈ Z} is dense in L2, it follows ||Mφg|| ≥ ε||g|| for g ∈ L2. Similarly,
||Mφf || ≥ ε||f || since T ∗

φ = Tφ is also invertible. Therefore Mφ is invertible.

Theorem 1.6.6 (Hartman-Wintner). If φ ∈ L∞ then

(i) R(φ) = σ(Mφ) ⊂ σ(Tφ)

(ii) ||Tφ|| = ||φ||∞ (i.e., ξ is an isometry).

Proof. (i) From Lemma 1.6.4 and Proposition 1.6.5.

(ii) ||φ||∞ = supλ∈R(φ)|λ| ≤ supλ∈σ(Tφ)|λ| = r(Tφ) ≤ ||Tφ|| ≤ ||φ||∞.

From Theorem 1.6.6 we can see that

(i) If Tφ is quasinilpotent then Tφ = 0 because R(φ) ⊆ σ(Tφ) = {0} ⇒ φ = 0.

(ii) If Tφ is self-adjoint then φ is real-valued because R(φ) ⊆ σ(Tφ) ⊆ R.

If S ⊆ L∞, write T (S) := the smallest closed subalgebra of L(H2) containing {Tφ : φ ∈ S}.

If A is a C∗-algebra then its commutator ideal C is the closed ideal generated by the commu-
tators [a, b] := ab− ba (a, b ∈ A). In particular, C is the smallest closed ideal in A such that A/C
is abelian.

Theorem 1.6.7. If C is the commutator ideal in T (L∞), then the mapping ξc induced from L∞

to T (L∞)/C by ξ is a ∗-isometrical isomorphism. Thus there is a short exact sequence

0 −→ C −→ T (L∞) −→ L∞ −→ 0.

Proof. See [Do].

The commutator ideal C contains compact operators.

Proposition 1.6.8. The commutator ideal in T (C(T)) = K(H2). Hence the commutator ideal of
T (L∞) contains K(H2).

Proof. Since Tz is the unilateral shift, we can see that the commutator ideal of T (C(T)) contains
the rank one operator T ∗

z Tz − TzT
∗
z . Moreover, T (C(T)) is irreducible since Tz has no proper

reducing subspaces by Beurling’s theorem. Therefore T (C(T)) contains K(H2). Since Tz is normal
modulo a compact operator and generates the algebra T (C(T)), it follows that T (C(T))/K(H2)
is commutative. Hence K(H2) contains the commutator ideal of T (C(T)). But since K(H2) is
simple (i.e., it has no nontrivial closed ideal), we can conclude that K(H2) is the commutator ideal
of T (C(T)).
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Corollary 1.6.9. There exists a ∗-homomorphism ζ : T (L∞)/K(H2) −→ L∞ such that the
following diagram commutes:

T (L∞)
π //

ρ
$$J

JJ
JJ

JJ
JJ

T (L∞)/K(H2)

ζwwppp
ppp

ppp
pp

L∞(T)

Corollary 1.6.10. Let φ ∈ L∞. If Tφ is Fredholm then φ is invertible in L∞.

Proof. If Tφ is Fredholm then π(Tφ) is invertible in T (L∞)/K(H2), so φ = ρ(Tφ) = (ζ ◦ π)(Tφ) is
invertible in L∞.

From Corollary 1.6.10, we have:

(i) ||Tφ|| ≤ ||Tφ +K|| for every compact operator K because ||Tφ|| = ||φ||∞ = ||ζ(Tφ +K)|| ≤
||Tφ +K||.

(ii) The only compact Toeplitz operator is 0 because ||K|| ≤ ||K +K|| ⇒ K = 0.

Proposition 1.6.11. If φ is invertible in L∞ such that R(φ) ⊆ the open right half-plane, then
Tφ is invertible.

Proof. If ∆ ≡ {z ∈ C : |z − 1| < 1} then there exists ϵ > 0 such that ϵR(φ) ⊆ ∆. Hence
||ϵφ− 1|| < 1, which implies ||I − Tϵφ|| < 1. Therefore Tϵφ = ϵTφ is invertible.

Corollary 1.6.12 (Bram-Halmos). If φ ∈ L∞, then σ(Tφ) ⊆ convR(φ).

Proof. It is sufficient to show that every open half-plane containing R(φ) contains σ(Tφ). This
follow at once from Proposition 1.6.11 after a translation and rotation of the open half-plane to
coincide with the open right half-plane.

Proposition 1.6.13. If φ ∈ C(T) and ψ ∈ L∞ then

TφTψ − Tφψ and TψTφ − Tψφ are compact.

Proof. If ψ ∈ L∞, f ∈ H2 then

TψTzf = TψP (zf) = Tψ(zf − f̂(0)z)

= PMψ

(
zf − f̂(0)z

)
= P (ψzf)− f̂(0)P (ψz)

= Tψzf − f̂(0)P (ψz),

which implies that TψTz − Tψz is at most a rank one operator. Suppose TψTzn − Tψzn is compact
for every ψ ∈ L∞ and n = 1, · · · , N . Then

TψTzN+1 − TψzN+1 = (TψTzN − TψzN )Tz + (TψzNTz − T(ψzN )z),
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which is compact. Also, since TψTzn = Tψzn (n ≥ 0), it follows that TψTp − Tψp is compact for
every trigonometric polynomial p. But since the set of trigonometric polynomials is dense in C(T)
and ξ is isometric, we can conclude that TψTφ − Tψφ is compact for ψ ∈ L∞ and φ ∈ C(T).

Theorem 1.6.14. T (C(T)) contains K(H2) as its commutator and the sequence

0 −→ K(H2) −→ T (C(T)) −→ C(T) −→ 0

is a short exact sequence, i.e., T (C(T))/K(H2) is ∗-isometrically isomorphic to C(T).

Proof. By Proposition 1.6.13 and Corollary 1.6.9.

Proposition 1.6.15 (Coburn). If φ ̸= 0 a.e. in L∞, then

either kerTφ = {0} or kerT ∗
φ = {0}.

Proof. If f ∈ kerTφ and g ∈ kerT ∗
φ, i.e., P (φf) = 0 and P (φg)=0, then

φf ∈ zH2 and φg ∈ zH2.

Thus φfg, φgf ∈ zH1 and therefore φfg = 0. If neither f nor g is 0, then by F. and M. Riesz
theorem, φ = 0 a.e. on T, a contradiction.

Corollary 1.6.16. If φ ∈ C(T) then Tφ is Fredholm if and only if φ vanishes nowhere.

Proof. By Theorem 1.6.14, Tφ is Fredholm if and only if π(Tφ) is invertible in T (C(T))/K(H2) if
and only if φ is invertible in C(T).

Corollary 1.6.17. If φ ∈ C(T), then σe(Tφ) = φ(T).

Proof. σe(Tφ) = σ(Tφ +K(H2)) = σ(φ) = φ(T).

Theorem 1.6.18. If φ ∈ C(T) is such that Tφ is Fredholm, then

ind (Tφ) = −wind (φ).

Proof. We claim that if φ and ψ determine homotopic curves in C \ {0}, then

ind (Tφ) = ind (Tψ).

To see this, let Φ be a constant map from [0, 1]× T to C \ {0} such that

Φ(0, eit) = φ(eit) and Φ(1, eit) = ψ(eit).

If we set Φλ(e
it) = Φ(λ, eit), then the mapping λ 7→ TΦλ

is norm continuous and each TΦλ
is a

Fredholm operator. Since the map ind is continuous, ind(Tφ) = ind(Tψ). Now if n = wind(φ) then
φ is homotopic in C \ {0} to zn. Since ind (Tzn) = −n, we have that ind (Tφ) = −n.

Theorem 1.6.19. If U is the unilateral shift on H2 then comm(U) = {Tφ : φ ∈ H∞}.
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Proof. It is straightforward that UTφ = TφU for φ ∈ H∞, i.e., {Tφ : φ ∈ H∞} ⊂ comm(U). For
the reverse we suppose T ∈ comm(U), i.e., TU = UT . Put φ := T (1). So φ ∈ H2 and T (p) = φp
for every polynomial p. If f ∈ H2, let {pn} be a sequence of polynomials such that pn → f in H2.
By passing to a subsequence, we can assume pn(z) → f(z) a.e. [m]. Thus φpn = T (pn) → T (f)
in H2 and φpn → φf a.e. [m]. Therefore Tf = φf for all f ∈ H2. We want to show that φ ∈ L∞

and hence φ ∈ H∞. We may assume, without loss of generality, that ||T || = 1. Observe

T kf = φkf for f ∈ H2, k ≥ 1.

Hence ||φkf ||2 ≤ ||f ||2 for all k ≥ 1. Taking f = 1 shows that
∫
|φ|2kdm ≤ 1 for all k ≥ 1. If

∆ := {z ∈ ∂D : |φ(z)| > 1} then
∫
∆
|φ|2kdm ≤ 1 for all k ≥ 1. If m(∆) ̸= 0 then

∫
∆
|φ|2kdm→ ∞

as k → ∞, a contradiction. Therefore m(∆) = 0 and hence φ is bounded. Therefore T = Tφ for
f ∈ H∞.

D. Sarason [Sa] gave a generalization of Theorem 1.6.19.

Theorem 1.6.20 (Sarason’s Interpolation Theorem). Let

(i) U =the unilateral shift on H2;

(ii) K := H2 ⊖ ψH2 (ψ is an inner function);

(iii) S := PU |K, where P is the projection of H2 onto K.

If T ∈ comm(S) then there exists a function φ ∈ H∞ such that T = Tφ|K with ||φ||∞ = ||T ||.

Proof. See [Sa].
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2 Hyponormality of Toeplitz operators

An elegant and useful theorem of C. Cowen [Cow3] characterizes the hyponormality of a Toeplitz
operator Tφ on the Hardy space H2(T) of the unit circle T ⊂ C by properties of the symbol
φ ∈ L∞(T). This result makes it possible to answer an algebraic question coming from operator
theory – namely, is Tφ hyponormal ? - by studying the function φ itself. Normal Toeplitz operators
were characterized by a property of their symbol in the early 1960’s by A. Brown and P.R. Halmos
[BH], and so it is somewhat of a surprise that 25 years passed before the exact nature of the
relationship between the symbol φ ∈ L∞ and the positivity of the selfcommutator [T ∗

φ, Tφ] was
understood (via Cowen’s theorem). As Cowen notes in his survey paper [Cow2], the intensive study
of subnormal Toeplitz operators in the 1970’s and early 80’s is one explanation for the relatively late
appearance of the sequel to the Brown-Halmos work. The characterization of hyponormality via
Cowen’s theorem requires one to solve a certain functional equation in the unit ball ofH∞. However
the case of arbitrary trigonometric polynomials φ, though solved in principle by Cowen’s theorem,
is in practice very complicated. Indeed it may not even be possible to find tractable necessary and
sufficient conditions for the hyponormality of Tφ in terms of the Fourier coefficients of φ unless
certain assumptions are made about φ. In this chapter we present some recent development in this
research.

2.1 Cowen’s Theorem

In this section we present Cowen’s theorem. Cowen’s method is to recast the operator-theoretic
problem of hyponormality of Toeplitz operators into the problem of finding a solution of a certain
functional equation involving its symbol. This approach has been put to use in the works [CLL],
[CuL1], [CuL2], [CuL3], [FL1], [FL2], [Gu1], [HKL1], [HKL2], [HL], [KL], [NaT], [Zhu] to study
Toeplitz operators.

We begin with:

Lemma 2.1.1. A necessary and sufficient condition that two Toeplitz operators commute is that
either both be analytic or both be co-analytic or one be a linear function of the other.

Proof. Let φ =
∑
i αiz

i and ψ =
∑
j βjz

j . Then a straightforward calculation shows that

TφTψ = TψTφ ⇐⇒ αi+1β−j−1 = βi+1α−j−1 (i, j ≥ 0).

Thus either α−j−1 = β−j−1 = 0 for j ≥ 0, i.e., φ and ψ are both analytic, or αi+1 = βi+1 = 0 for
i ≥ 0, i.e., φ and ψ are both co-analytic, or there exist i0, j0 such that αi0+1 ̸= 0 and α−j0−1 ̸= 0.
So for the last case, if the common value of β−j0−1/α−j0−1 and βi0+1/αi0+1 is denoted by λ, then

βi+1 = λαi+1 (i ≥ 0) and β−j−1 = λα−j−1 (j ≥ 0).
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Therefore, βk = λαk (k ̸= 0).

Theorem 2.1.2 (Brown-Halmos). Normal Toeplitz operators are translations and rotations of
hermitian Toeplitz operators i.e.,

Tφ normal ⇐⇒ ∃ α, β ∈ C, a real valued ψ ∈ L∞ s.t. Tφ = αTψ + β1.

Proof. If φ =
∑
i αiz

i, then

φ =
∑
i

αi z
i =

∑
i

α−iz
i.

So if φ is real, then αi = α−i. Thus no real φ can be analytic or co-analytic unless φ is a
constant. Write Tφ = Tφ1+iφ2 , where φ1, φ2 are real-valued. Then by Lemma 2.1.1, TφTφ = TφTφ
iff Tφ1Tφ2 = Tφ2Tφ1 iff either φ1 and φ2 are both analytic or φ1 and φ2 are both co-analytic or
φ1 = αφ2 + β (α, β ∈ C). So if φ ̸= a constant, then φ = αφ2 + β + iφ2 = (α+ i)φ2 + β.

For ψ ∈ L∞, the Hankel operator Hψ is the operator on H2 defined by

Hψf = J(I − P )(ψf) (f ∈ H2),

where J is the unitary operator from (H2)⊥ onto H2 :

J(z−n) = zn−1 (n ≥ 1).

Denoting v∗(z) := v(z), another way to put this is that Hψ is the operator on H2 defined by

(2.1.2.1) < zuv, ψ >=< Hψu, v
∗ > for all v ∈ H∞.

If ψ has the Fourier series expansion ψ :=
∑∞
n=−∞ anz

n, then the matrix of Hψ is given by

Hψ ≡


a−1 a−2 a−3 · · ·
a−2 a−3

a−3
. . .

...
. . .

 .

The following are basic properties of Hankel operators.

1. H∗
ψ = Hψ∗ ;

2. HψU = U∗Hψ (U is the unilateral shift);

3. KerHψ = {0} or θH2 for some inner function θ (by Beurling’s theorem);

4. Tφψ − TφTψ = H∗
φHψ;

5. HφTh = Hφh = T ∗
h∗Hφ (h ∈ H∞).

We are ready for:

Theorem 2.1.3 (Cowen’s Theorem). If φ ∈ L∞ is such that φ = g + f (f, g ∈ H2), then

Tφ is hyponormal ⇐⇒ g = c+ Thf

for some constant c and some h ∈ H∞(D) with ||h||∞ ≤ 1.
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Proof. Let φ = f + g (f, g ∈ H2). For every polynomial p ∈ H2,

⟨(T ∗
φTφ − TφT

∗
φ)p, p⟩ = ⟨Tφp, Tφp⟩ − ⟨T ∗

φp, T
∗
φp⟩

= ⟨fp+ Pgp, fp+ Pgp⟩ − ⟨Pfp+ gp, Pfp+ gp⟩
= ⟨fp, fp⟩ − ⟨Pfp, Pfp⟩ − ⟨gp, gp⟩+ ⟨Pgp, Pgp⟩
= ⟨fp, (I − P )fp⟩ − ⟨gp, (I − p)gp⟩
= ⟨(I − P )fp, (I − P )fp⟩ − ⟨(I − P )gp, (I − P )gp⟩
= ||Hfp||

2 − ||Hgp||2.

Since polynomials are dense in H2,

(2.1.3.1) Tφ hyponormal ⇐⇒ ||Hgu|| ≤ ||Hfu||, ∀u ∈ H2

Write K := cl ran(Hf ) and let S be the compression of the unilateral shift U to K. Since K is
invariant for U∗ (why: HfU = U∗Hf ), we have S∗ = U∗|K. Suppose Tφ is hyponormal. Define A
on ran(Hf ) by

(2.1.3.2) A(Hfu) = Hgu.

Then A is well defined because by (2.1.3.1)

Hfu1 = Hfu2 =⇒ Hf (u1 − u2) = 0 =⇒ Hg(u1 − u2) = 0.

By (2.1.3.1), ||A|| ≤ 1, so A has an extension to K, which will also be denoted A. Observe that

HgU = AHfU = AU∗Hf = AS∗Hf and HgU = U∗Hg = U∗AHf = S∗AHf .

Thus AS∗ = S∗A on K since ranHf is dense in K, and hence SA∗ = A∗S. By Sarason’s interpo-
lation theorem,

∃ k ∈ H∞(D) with ||k||∞ = ||A∗|| = ||A|| s.t. A∗ = the compression of Tk to K.

Since T ∗
kHf = HfTk∗ , we have that K is invariant for T ∗

k = Tk, which means that A is the
compression of Tk to K and

(2.1.3.3) Hg = TkHf (by (2.1.3.2)).

Conversely, if (2.1.3.3) holds for some k ∈ H∞(D) with ||k||∞ ≤ 1, then (2.1.3.1) holds for all u,
and hence Tφ is hyponormal. Consequently,

Tφ hyponormal ⇐⇒ Hg = TkHf .

But Hg = TkHf if and only if ∀ u, v ∈ H∞,

⟨zuv, g⟩ = ⟨Hgu, v
∗⟩ = ⟨TkHfu, v

∗⟩ = ⟨Hfu, kv
∗⟩

= ⟨zuk∗v, f⟩ = ⟨zuv, k∗f⟩ = ⟨zuv, Tk∗f⟩.

Since
∨
{zuv : u, v ∈ H∞} = zH2, it follows that

Hg = TkHf ⇐⇒ g = c+ Thf for h = k∗.
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Theorem 2.1.4 (Nakazi-Takahashi Variation of Cowen’s Theorem). For φ ∈ L∞, put

E(φ) := {k ∈ H∞ : ||k||∞ ≤ 1 and φ− kφ ∈ H∞}.

Then Tφ is hyponormal if and only if E(φ) ̸= ∅.

Proof. Let φ = f + g ∈ L∞ (f, g ∈ H2). By Cowen’s theorem,

Tφ is hyponormal ⇐⇒ g = c+ Tkf

for some constant c and some k ∈ H∞ with ||k||∞ ≤ 1. If φ = kφ + h (h ∈ H∞) then φ − kφ =
g − kf + f − kg ∈ H∞. Thus g − kf ∈ H2, so that P (g − kf) = c (c = a constant), and hence
g = c+ Tkf for some constant c. Thus Tφ is hyponormal. The argument is reversible.
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2.2 Trigonometric Polynomial Symbols Cases

In this section we consider the hyponormality of Toeplitz operators with trigonometric polynomial
symbols. To do this we first review the dilation theory.

If B =

(
A ∗
∗ ∗

)
, then B is called a dilation of A and A is called a compression of B. It was

well-known that every contraction has a unitary dilation: indeed if ||A|| ≤ 1, then

B ≡
(

A (I −AA∗)
1
2

(I −A∗A)
1
2 −A∗

)
is unitary.

On the other hand, an operator B is called a power (or strong) dilation of A if Bn is a dilation
of An for all n = 1, 2, 3, · · · . So if B is a (power) dilation of A then B should be of the form

B =

(
A 0
∗ ∗

)
. Sometimes, B is called a lifting of A and A is said to be lifted to B. It was also

well-known that every contraction has a isometric (power) dilation. In fact, the minimal isometric
dilation of a contraction A is given by

B ≡


A 0 0 0 · · ·

(I −A∗A)
1
2 0 0 0 · · ·

0 I 0 0 · · ·
0 0 I 0 · · ·
...

...
...

. . .

 .

We then have:

Theorem 2.2.1 (Commutant Lifting Theorem). Let A be a contraction and T be a minimal
isometric dilation of A. If BA = AB then there exists a dilation S of B such that

S =

(
B 0
∗ ∗

)
, ST = TS, and ||S|| = ||B||.

Proof. See [GGK, p.658].

We next consider the following interpolation problem, called the Carathéodory-Schur Interpo-
lation Problem (CSIP).

Given c0, · · · , cN−1 in C, find an analytic function φ on D such that

(i) φ̂(j) = cj (j = 0, · · · , N − 1);

(ii) ||φ||∞ ≤ 1.

The following is a solution of CSIP.

Theorem 2.2.2.

CSIP is solvable ⇐⇒ C ≡



c0

c1 c0 O
c2 c1 c0
...

...
. . .

. . .

cN−1 cN−2 · · · c1 c0

 is a contraction.

Moreover, if φ is a solution if and only if Tφ is a contractive lifting of C which commutes with the
unilateral shift.
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Proof. (⇒) Assume that we have a solution φ. Then the condition (ii) implies

Tφ =


φ0

φ1 φ0 O
φ2 φ1 φ0

...
...

. . .
. . .

 (φj := φ̂(j))

is a contraction because ||Tφ|| = ||φ||∞ ≤ 1. So the compression of Tφ is also contractive. In
particular, 

φ0

φ1 φ0 O
...

...
. . .

φn−1 φn−2 · · · φ0


must have norm less than or equal to 1 for all n. Therefore if CSIP is solvable, then ||C|| ≤ 1.

(⇐) Let

C ≡



c0

c1 c0 O
c2 c1 c0
...

...
. . .

. . .

cN−1 cN−2 · · · c1 c0

 with ||C|| ≤ 1

and let

A :=


0
1 0

1 0
. . .

. . .

1 0

 : CN → CN .

Then A and C are contractions and AC = CA. Observe that the unilateral shift U is the minimal
isometric dilation of A (please check it!). By the Commutant Lifting Theorem, C can be lifted
to a contraction S such that SU = US. But then S is an analytic Toeplitz operator, i.e., S =
Tφ with φ ∈ H∞. Since S is a lifting of C we must have

φ̂(j) = cj (j = 0, 1, · · · , N − 1).

Since S is a contraction, it follows that ||φ||∞ = ||Tφ|| ≤ 1.

Now suppose φ is a trigonometric polynomial of the form

φ(z) =

N∑
n=−N

anz
n (aN ̸= 0).

If a function k ∈ H∞(T) satisfies φ− kφ ∈ H∞ then k necessarily satisfies

(2.2.2.1) k
N∑
n=1

anz
−n −

N∑
n=1

a−nz
−n ∈ H∞.

From (2.2.2.1) one computes the Fourier coefficients k̂(0), · · · , k̂(N − 1) to be k̂(n) = cn (n =
0, 1, · · · , N − 1), where c0, c1, · · · , cN−1 are determined uniquely from the coefficients of φ by the
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following relation

(2.2.2.2)



c0
c1
...
...

cN−1

 =


a1 a2 a3 · · · aN
a2 a3 . . . ·
a3 . . . · · ·
... · · · O
aN



−1


a−1

a−2

...

...
a−N

 .

Thus if k(z) =
∑∞
j=0 cjz

j is a function in H∞ then

φ− kφ ∈ H∞ ⇐⇒ c0, c1, · · · , cN−1 are given by (2.2.2.2).

Thus by Cowen’s theorem, if c0, c1, · · · , cN−1 are given by (2.6) then the hyponormality of Tφ is
equivalent to the existence of a function k ∈ H∞ such that{

k̂(j) = cj (j = 0, · · · , N − 1)

||k||∞ ≤ 1,

which is precisely the formulation of CSIP. Therefore we have:

Theorem 2.2.3. If φ(z) =
∑N
n=−N anz

n, where aN ̸= 0 and if c0, c1, · · · , cN−1 are given by
(2.2.2.2) then

Tφ is hyponormal ⇐⇒ C ≡



c0

c1 c0 O
c2 c1 c0
...

...
. . .

. . .

cN−1 cN−2 · · · c1 c0

 is a contraction.
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2.3 Bounded Type Symbols Cases

A function φ ∈ L∞ is said to be of bounded type (or in the Nevanlinna class) if there are functions
ψ1, ψ2 in H∞(D) such that

φ(z) =
ψ1(z)

ψ2(z)

for almost all z in T. Evidently, rational functions in L∞ are of bounded type.
If θ is an inner function, the degree of θ, denoted by deg(θ), is defined by the number of zeros

of θ lying in the open unit disk D if θ is a finite Blaschke product of the form

θ(z) = eiξ
n∏
j=1

z − βj

1− βjz
(|βj | < 1 for j = 1, · · · , n),

otherwise the degree of θ is infinite. For an inner function θ, write

H(θ) := H2 ⊖ θH2.

Note that for f ∈ H2,

⟨[T ∗
φ, Tφ]f, f⟩ = ||Tφf ||2 − ||Tφf ||2 = ||φf ||2 − ||Hφf ||2 − (||φf ||2 − ||Hφf ||2)

= ||Hφf ||2 − ||Hφf ||2.

Thus we have
Tφ hyponormal ⇐⇒ ||Hφf || ≥ ||Hφf || (f ∈ H2).

Now let φ = g+ f ∈ L∞, where f and g are in H2. Since HφU = U∗Hφ (U =the unilateral shift),
it follows from the Beurling’s theorem that

kerHf = θ0H
2 and kerHg = θ1H

2 for some inner functions θ0, θ1.

Thus if Tφ is hyponormal then since ||Hfh|| ≥ ||Hgh|| (h ∈ H2), we have

(2.3.0.1) θ0H
2 = kerHf ⊂ kerHg = θ1H

2,

which implies that θ1 divides θ0, so that θ0 = θ1θ2 for some inner function θ2.

On the other hand, note that if f ∈ H2 and f is of bounded type, i.e., f = ψ2/ψ1 (ψi ∈ H∞),
then dividing the outer part of ψ1 into ψ2 one obtain f = ψ/θ with θ inner and ψ ∈ H∞, and
hence f = θψ. But since f ∈ H2 we must have ψ ∈ H(θ). Thus if f ∈ H2 and f is of bounded
type then we can write

(2.3.0.2) f = θψ (θ inner, ψ ∈ H(θ)).

Therefore if φ = g + f is of bounded type and Tφ is hyponormal then by (2.3.0.1) and (2.3.0.2),
we can write

f = θ1θ2a and g = θ1b,

where a ∈ H(θ1θ2) and b ∈ H(θ1).

We now have:

Lemma 2.3.1. Let φ = g + f ∈ L∞, where f and g are in H2. Assume that

(2.3.1.1) f = θ1θ2a and g = θ1b

for a ∈ H(θ1θ2) and b ∈ H(θ1). Let ψ := θ1PH(θ1)(a) + g. Then Tφ is hyponormal if and only if
Tψ is.
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Proof. This assertion follows at once from [Gu2, Corollary 3.5].

In view of Lemma 2.3.1, when we study the hyponormality of Toeplitz operators with bounded
type symbols φ, we may assume that the symbol φ = g + f ∈ L∞ is of the form

(2.3.1.2) f = θa and g = θb,

where θ is an inner function and a, b ∈ H(θ) such that the inner parts of a, b and θ are coprime.

On the other hand, let f ∈ H∞ be a rational function. Then we may write

f = pm(z) +

n∑
i=1

li−1∑
j=0

aij
(1− αiz)li−j

(0 < |αi| < 1),

where pm(z) denotes a polynomial of degree m. Let θ be a finite Blaschke product of the form

θ = zm
n∏
i=1

(
z − αi
1− αiz

)li
.

Observe that
aij

1− αiz
=

αiaij
1− |αi|2

( z − αi
1− αiz

+
1

αi

)
.

Thus f ∈ H(zθ). Letting a := θf , we can see that a ∈ H(zθ) and f = θa. Thus if φ = g+f ∈ L∞,
where f and g are rational functions and if Tφ is hyponormal, then we can write

f = θa and g = θb

for a finite Blaschke product θ with θ(0) = 0 and a, b ∈ H(θ).

Now let θ be a finite Blaschke product of degree d. We can write

(2.3.1.3) θ = eiξ
n∏
i=1

Bni
i ,

where Bi(z) :=
z−αi

1−αiz
, (|αi| < 1), ni ≥ 1 and

∑n
i=1 ni = d. Let θ = eiξ

∏d
j=1Bj and each zero of

θ be repeated according to its multiplicity. Note that this Blaschke product is precisely the same
Blaschke product in (2.3.1.3). Let

(2.3.1.4) ϕj :=
dj

1− αjz
Bj−1Bj−2 · · ·B1 (1 ≤ j ≤ d),

where ϕ1 := d1(1− α1z)
−1 and dj := (1− |αj |2)

1
2 . It is well known that {ϕj}d1 is an orthonormal

basis for H(θ) (cf. [FF,Theorem X.1.5]). Let φ = g + f ∈ L∞, where g = θb and f = θa for
a, b ∈ H(θ) and write

C(φ) := {k ∈ H∞ : φ− kφ ∈ H∞}.

Then k is in C(φ) if and only if θb− kθa ∈ H2, or equivalently,

(2.3.1.5) b− ka ∈ θH2.
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Note that θ(n)(αi) = 0 for all 0 ≤ n < ni. Thus the condition (2.3.1.5) is equivalent to the following
equation: for all 1 ≤ i ≤ n,

(2.3.1.6)



ki,0
ki,1
ki,2
...

ki,ni−2

ki,ni−1


=



ai,0 0 0 0 · · · 0
ai,1 ai,0 0 0 · · · 0
ai,2 ai,1 ai,0 0 · · · 0
...

. . .
. . .

. . .
. . .

...

ai,ni−2 ai,ni−3
. . .

. . . ai,0 0
ai,ni−1 ai,ni−2 . . . ai,2 ai,1 ai,0



−1

bi,0
bi,1
bi,2
...

bi,ni−2

bi,ni−1


,

where

ki,j :=
k(j)(αi)

j!
, ai,j :=

a(j)(αi)

j!
and bi,j :=

b(j)(αi)

j!
.

Conversely, if k ∈ H∞ satisfies the equality (2.3.1.6) then k must be in C(φ). Thus k belongs to
C(φ) if and only if k is a function in H∞ for which

(2.3.1.7)
k(j)(αi)

j!
= ki,j (1 ≤ i ≤ n, 0 ≤ j < ni),

where the ki,j are determined by the equation (2.3.1.6). If in addition ||k||∞ ≤ 1 is required then
this is exactly the classical Hermite-Fejér Interpolation Problem (HFIP). Therefore we have:

Theorem 2.3.2. Let φ = g + f ∈ L∞, where f and g are rational functions. Then Tφ is
hyponormal if and only if the corresponding HFIP (2.3.1.7) is solvable.

Now we can summarize that tractable criteria for the hyponormality of Toeplitz operators Tφ
are accomplished for the cases where the symbol φ is a trigonometric polynomial or a rational
function via solutions of some interpolation problems.

We conclude this chapter with:

PROBLEM A. Let φ ∈ L∞ be arbitrary. Find necessary and sufficient conditions, in terms of
the coefficients of φ, for Tφ to be hyponormal. In particular, for the cases where φ is of bounded
type.
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3 Subnormality of Toeplitz operators

The present chapter concerns the question: Which Toeplitz operators are subnormal ? Recall that
a Toeplitz operator Tφ is called analytic if φ is in H∞, that is, φ is a bounded analytic function on
D. These are easily seen to be subnormal: Tφh = P (φh) = φh =Mφh for h ∈ H2, whereMφ is the
normal operator of multiplication by φ on L2. P.R. Halmos raised the following problem, so-called
the Halmos’s Problem 5 in his 1970 lectures “Ten Problems in Hilbert Space” [Ha1], [Ha2]:

Is every subnormal Toeplitz operator either normal or analytic ?

The question is natural because the two classes, the normal and analytic Toeplitz operators, are
fairly well understood and are obviously subnormal.

3.1 Halmos’s Problem 5

We begin with a brief survey of research related to P.R. Halmos’s Problem 5.

In 1976, M. Abrahamse [Ab] gave a general sufficient condition for the answer to the Halmos’s
Problem 5 to be affirmative.

Theorem 3.1.1 (Abrahamse’s Theorem). If

(i) Tφ is hyponormal;

(ii) φ or φ is of bounded type;

(iii) ker[T ∗
φ, Tφ] is invariant for Tφ,

then Tφ is normal or analytic.

Proof. See [Ab].

On the other hand, observe that if S is a subnormal operator on H and if N := mne (S) then

ker[S∗, S] = {f : < f, [S∗, S]f >= 0} = {f : ||S∗f || = ||Sf ||} = {f : N∗f ∈ H}.

Therefore, S(ker[S∗, S]) ⊆ ker[S∗, S].

By Theorem 3.1.1 and the preceding remark we get:

Corollary 3.1.2. If Tφ is subnormal and if φ or φ is of bounded type, then Tφ is normal or
analytic.
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Lemma 3.1.3. A function φ is of bounded type if and only if kerHφ ̸= {0}.

Proof. If kerHφ ̸= {0} then since Hφf = 0 ⇒ (1− P )φf = 0 ⇒ φf = Pφf := g, we have

∃ f, g ∈ H2 s.t. φf = g.

Hence φ = g
f . Remembering that if 1

φ ∈ L∞ then φ is outer if and only if 1
φ ∈ H∞ and dividing

the outer part of f into g gives

φ =
ψ

θ
(ψ ∈ H∞, θ inner).

Conversely, if φ = ψ
θ (ψ ∈ H∞, θ inner), then θ ∈ kerHφ because φθ = ψ ∈ H∞ ⇒ (1 − P )φθ =

0 ⇒ Hφθ = 0.

From Theorem 3.1.1 we can see that

(3.1.3.1) φ =
ψ

θ
(θ, ψ inner), Tφ subnormal ⇒ Tφ normal or analytic

The following proposition strengthen the conclusion of (3.1.3.1), whereas weakens the hypoth-
esis of (3.1.3.1).

Proposition 3.1.4. If φ = ψ
θ (θ, ψ inner) and if Tφ is hyponormal, then Tφ is analytic.

Proof. Observe that

1 = ||θ|| = ||P (θ)|| = ||P (φθφ)|| = ||P (φψ)||

= ||Tφ(ψ)|| ≤ ||Tφ(ψ)|| = ||P (ψ
2

θ
)|| ≤ ||ψ

2

θ
|| = 1,

which implies that ψ2

θ ∈ H2, so θ divides ψ2. Thus if one choose ψ and θ to be relatively prime

(i.e., if φ = ψ
θ is in lowest terms), then θ is constant. Therefore Tφ is analytic.

Proposition 3.1.5. If A is a weighted shift with weights a0, a1, a2, · · · such that

0 ≤ a0 ≤ a1 ≤ · · · < aN = aN+1 = · · · = 1,

then A is not unitarily equivalent to any Toeplitz operator.

Proof. Note that A is hyponormal, ||A|| = 1 and A attains its norm. If A is unitarily equivalent
to Tφ then by a result of Brown and Douglas [BD], Tφ is hyponormal and φ = ψ

θ (θ, ψ inner). By
Proposition 3.1.4, Tφ ≡ Tψ is an isometry, so a0 = 1, a contradiction.

Recall that the Bergman shift (whose weights are given by
√

n+1
n+2 ) is subnormal. The following

question arises naturally:

(3.1.5.1) Is the Bergman shift unitarily equivalent to a Toeplitz operator ?

An affirmative answer to the question (3.1.5.1) gives a negative answer to Halmos’s Problem 5.
To see this, assume that the Bergman shift S is unitarily equivalent to Tφ, then

R(φ) ⊆ σe(Tφ) = σe(S) = the unit circle T.
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Thus φ is unimodular. Since S is not an isometry it follows that φ is not inner. Therefore Tφ is
not an analytic Toeplitz operator.

To the question (3.1.5.1) we need an auxiliary lemma:

Lemma 3.1.6. If a Toeplitz operator Tφ is a weighted shift with weights {an}∞n=0 with respect to
the orthonormal basis {en}∞n=0, i.e.,

(3.1.6.1) Tφen = anen+1 (n ≥ 0)

then e0(z) is an outer function.

Proof. By Coburn’s theorem, kerTφ = {0} or kerT ∗
φ = {0}. The expression (3.1.6.1) gives e0 ∈

kerT ∗
φ, and hence kerTφ = {0}. Thus an > 0 (n ≥ 0). Write

e0 := gF, where g is inner and F is outer.

Because T ∗
φe0 = 0, we get

T ∗
φF = Tφ(ge0) = TgTφe0 = TgT

∗
φe0 = 0.

Note that dimkerT ∗
φ = 1. So we have F = ce0 (c =a constant), so that g is a constant, and hence

e0 is an outer function.

Theorem 3.1.7 (Sun’s Theorem). Let T be a weighted shift with a strictly increasing weight
sequence {an}∞n=0. If T ∼= Tφ then

an =
√
1− α2n+2 ||Tφ|| (0 < α < 1).

Proof. Assume T ∼= Tφ. We assume, without loss of generality, that ||T || = 1 (so an < 1). Since
T is a weighted shift, σe(T ) = {z : |z| = 1}. Since R(φ) ⊂ σe(Tφ), it follows that |φ| = 1, i.e., φ is
unimodular. By Lemma 3.1.6,

∃ an orthonormal basis {en}∞n=0 s.t. (3.1.6.1) holds.

Expression (3.1.6.1) can be written as follows:

(3.1.7.1)

{
φen = anen+1 +

√
1− a2n ηn

φen+1 = anen +
√

1− a2n ξn

where ηn, ξn ∈ (H2)⊥ and ||ηn|| = ||ξn|| = 1. Since {φen}∞n=0 is an orthonomal system and an < 1,
we have

(3.1.7.2) < ηℓ, ηk >=< ξℓ, ξk >=

{
0, ℓ ̸= k

1, ℓ = k

From (3.1.7.1) we have

(3.1.7.3) en = φ
(
anen+1 +

√
1− a2n ηn

)
= a2nen + an

√
1− a2n ξn +

√
1− a2n φηn.

Then (3.1.7.3) is equivalent to

(3.1.7.4) φηn = −anξn +
√

1− a2n en.
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Set dn := ηn
t and ρn := ξn

t (|t| = 1). Then (3.1.7.4) is equivalent to

(3.1.7.5) φdn = −anρn +
√

1− a2n
en
t
.

Since en
t ∈ (H2)⊥ and {dn}∞n=0 is an orthonormal basis for H2, we can see that

(3.1.7.6)

{
||Tφd0|| = a0 = inf ||x||=1||Tφx|| = ||Tφe0||
||Tφdℓ|| = aℓ = ||Tφeℓ|| .

Then (3.1.6.1)+(3.1.7.6) implies

(3.1.7.7) dn = rnen (|rn| = 1).

Substituting (3.1.7.7.) into (3.1.7.6) and comparing it with (3.1.7.1) gives

anen+1 +
√

1− a2n ηn = φen = −an
rn

ρn +

√
1− a2n
rn

en
t
,

which implies

(3.1.7.8)

{
−rnρn = en+1

rn
en
t = ηn .

Therefore (3.1.7.1) is reduced to:

(3.1.7.9)

{
φen = anen+1 +

√
1− a2n rn

en
t

φen+1 = anen −
√
1− a2n rn

en+1

t

Put e−(n+1) :=
en
t ∈ (H2)⊥ (n ≥ 0). We now claim that

(3.1.7.10) φe0 = re−1 (|r| = 1) :

indeed, Tφ

(
φe0
t

)
= P ( e0t ) = 0, so e0 = rφe0t for |r| = 1, and hence φe0 = re−1. From (3.1.7.9) we

have

(3.1.7.11) φe0 = a0e1 + r0

√
1− a20 e−1 = a0e1 + r0 r

√
1− a20 φe0,

or, equivalently,

(3.1.7.12)

(
φ− r0 r

√
1− a20 φ

)
e0 = a0e1.

Write

(3.1.7.13) ψ ≡ φ− r0 r
√
1− a20 φ.

Evidently,
V := {x ∈ H2 : ψx ∈ H2}

is not empty. Moreover, since V is invariant for U , it follows from Beurling’s theorem that

V = χH2 for an inner function χ.
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Since e0 ∈ V and e0 is an outer function, we must have χ = 1. This means that ψ = ψ · 1 ∈ H2.
Therefore ψe1 = Tψe1 ∈ H2. On the other hand, by (3.1.7.9),

ψe1 =

(
φ− r0 r

√
1− a20 φ

)
e1

= a1e2 + r1

√
1− a21e−2 − r0 r

√
1− a20

(
a0e0 −

√
1− a20 r0 e−2

)
= a1e2 − r0 ra0

√
1− a21 e0 +

(
r1

√
1− a21 + r r0

2 (1− a21)

)
e−2.

Thus we have

r1

√
1− a21 + r r0

2(1− a20) = 0

So,
√

1− a21 = 1− a20, i.e., a1 =
√
1− (1− a20)

2. If we put α2 ≡ 1− a20, i.e., a0 = (1− α2)
1
2 then

a1 = (1− α4)
1
2 . Inductively, we get an = (1− α2n+2)

1
2 .

Corollary 3.1.8. The Bergman shift is not unitarily equivalent to any Toeplitz operator.

Proof. n+1
n+2 ̸= 1− α2n+2 for any α > 0.

Lemma 3.1.9. The weighted shift T ≡ Wα with weights αn ≡ (1 − α2n+2)
1
2 (0 < α < 1) is

subnormal.

Proof. Write rn := α2
0α

2
1 · · ·α2

n−1 for the moment of W . Define a discrete measure µ on [0, 1] by

µ(z) =

{
Π∞
j=1(1− α2j) (z = 0)

Π∞
j=1(1− α2j) α2k

(1−α2)···(1−α2k)
(z = αk; k = 1, 2, · · · ).

Then rn =
∫ 1

0
tndµ. By Berger’s theorem, T is subnormal.

Corollary 3.1.10. If Tφ ∼= a weighted shift, then Tφ is subnormal.

Remark 3.1.11. If Tφ ∼= a weighted shift, what is the form of φ ? A careful analysis of the proof
of Theorem 3.1.7 shows that

ψ = φ− αφ ∈ H∞.

But

Tψ = Tφ − αT ∗
φ =



0 −αa0
a0 0 −αa1

a1 0 −αa2

a2 0
. . .

. . .
. . .



=



0 −α
1 0 −α

1 0 −α

1 0
. . .

. . .
. . .

+K (K compact)

∼= Tz−αz +K.
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Thus ran (ψ) = σe(Tψ) = σe(Tz−αz) = ran(z − αz). Thus ψ is a conformal mapping of D onto the
interior of the ellipse with vertices ±i(1 + α) and passing through ±(1 − α). On the other hand,
ψ = φ− αφ. So αψ = αφ− α2φ, which implies

φ =
1

1− α2
(ψ + αψ).

We now have:

Theorem 3.1.12 (Cowen and Long Theorem). For 0 < α < 1, let ψ be a conformal map of D
onto the interior of the ellipse with vertices ±i(1 − α)−1 and passing through ±(1 + α)−1. Then
Tψ+αψ is a subnormal weighted shift that is neither analytic nor normal.

Proof. Let φ = ψ + αψ. Then φ is a continuous map of D onto D with wind(φ) = 1. Let

K := 1− TφTφ = Tφφ − TφTφ = H∗
φHφ,

which is compact since φ is continuous. Now φ − αφ = (1 − α2)ψ ∈ H∞, so Hψ = 0 and hence,
Hφ = αHφ. Thus

K = H∗
φHφ = α2H∗

φHφ = α2(1− TφTφ),

so that
KTφ = α2(1− TφTφ)Tφ = α2Tφ(1− TφTφ) = α2TφK.

By Coburn’s theorem, kerTφ = {0} or kerTφ = {0}. But since

ind(Tφ) = −wind(φ) = −1,

it follows
kerTφ = {0} and dim kerTφ = 1.

Let e0 ∈ kerTφ and ||e0|| = 1. Write

en+1 :=
Tφen

||Tφen||
.

We claim that Ken = α2n+2en: indeed, Ke0 = α2(1 − TφTφ)e0 = α2e0 and if we assume Kej =
α2j+2ej then

Kej+1 = ||Tφej ||−1(KTφej) = ||Tφej ||−1(α2TφKej) = ||Tφej ||−1(α2j+4Tφej) = α2j+4ej+1.

Thus we can see that{
α2, α4, α6, · · · are eigenvalues of K ;

{en}∞n=0 is an orthonormal set since K is self-adjoint.

We will then prove that {en} forms an orthonormal basis for H2. Observe

tr(H∗
φHφ) = the sum of its eigenvalues.

Thus

(3.1.12.1)
∞∑
n=0

α2n+2 ≤ tr(H∗
φHφ) = ||Hφ||22 (|| · ||2 denotes the Hilbert-Schmidt norm).

Since ψ ∈ H∞, we have

||Hφ||22 = ||Hψ + αHψ||
2
2 = α2||Hψ||

2
2 = α2tr(H∗

ψ
Hψ) = α2tr [Tψ, Tψ]

≤ α2

π
µ(σ(Tψ)) =

α2

π
µ(ψ(D)) =

α2

1− α2
,
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which together with (3.1.12.1) implies that

∑
α2n+2 ≤ ||Hφ||22 ≤ α2

1− α2
=

∞∑
n=0

α2n+2,

so tr(H∗
φHφ) =

∑∞
n=0 α

2n+2, which say that {α2n+2}∞n=0 is a complete set of non-zero eigenvalues
for K ≡ H∗

φHφ and each has multiplicity one. Now, by Beurling’s theorem,

kerK = kerH∗
φHφ = kerHφ = bH2, where b is inner or b = 0.

Since KTφ = α2TφK, we see that

f ∈ kerK ⇒ Tφf ∈ kerK

So, since b ∈ kerK, it follows
Tφb = bφ−Hφb = bφ ∈ kerK,

which means that bφ = bh for some h ∈ H2. Since φ /∈ H2 it follows that b = 0 and kerK = 0.
Thus 0 is not an eigenvalue. Therefore {en}∞n=0 is an onthonormal basis for H2. Remember that
Tφen = ||Tφen||en+1. So we can see that Tφ is a weighted shift with weights {||Tφen||}. Since

α2n+2en = Ken = (1− TφTφ)en,

we have
(1− α2n+2)en = TφTφen,

so that
1− α2n+2 = ⟨(1− α2n+2)en, en⟩ = ⟨TφTφen, en⟩ = ||Tφen||2.

Thus the weights are (1 − α2n+2)
1
2 . By Lemma 3.1.9, Tφ is subnormal. Evidently, φ /∈ H∞ and

Tφ is not normal since ran(φ) is not contained in a line segment.

Corollary 3.1.13. If φ = ψ+αψ is as in Theorem 3.1.12, then neither φ nor φ is bounded type.

Proof. From Abrahamse’s theorem and Theorem 3.1.12.

We will present a couple of open problems which are related to the subnormality of Toeplitz
operators. They are of particular interest in operator theory.

PROBLEM B. For which f ∈ H∞, is there λ (0 < λ < 1) with Tf+λf subnormal ?

PROBLEM C. Suppose ψ is as in Theorem 3.1.12 (i.e., the ellipse map). Are there g ∈ H∞,
g ̸= λψ + c, such that Tψ+g is subnormal ?

PROBLEM D. More generally, if ψ ∈ H∞, define

S(ψ) := {g ∈ H∞ : Tψ+g is subnormal }.

Describe S(ψ). For example, for which ψ ∈ H∞, is it balanced?, or is it convex?, or is it weakly
closed? What is extS(ψ) ? For which ψ ∈ H∞, is it strictly convex ?, i.e., ∂S(ψ) ⊂ extS(ψ) ?

In general, S(ψ) is not convex. In the below (Theorem 3.2.14), we will show that if ψ is as in
Theorem 3.1.12 then {λ : Tψ+λψ is subnormal} is a non-convex set.
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C. Cowen gave an interesting remark with no demonstration in [Cow3]: If Tφ is subnormal
then E(φ) = {λ} with |λ| < 1. However we were unable to decide whether or not it is true. By
comparison, if Tφ is normal then E(φ) = {eiθ}.

PROBLEM E. Is the above Cowen’s remark true ? That is, if Tφ is subnormal, does it follow
that E(φ) = {λ} with |λ| < 1 ?

If the answer to Problem E is affirmative, i.e., the Cowen’s remark is true then for φ = g + f ,

Tφ is subnormal =⇒ g − λf ∈ H2 with |λ| < 1 =⇒ g = λf + c (c a constant),

which says that the answer to Problem C is negative.

When ψ is as in Theorem 3.1.12, we examine the question: For which λ, is Tψ+λψ subnormal ?
We then have:

Theorem 3.1.14. Let λ ∈ C and 0 < α < 1. Let ψ be the conformal map of the disk onto the
interior of the ellipse with vertices ±(1 + α)i passing through ±(1 − α). For φ = ψ + λψ, Tφ is

subnormal if and only if λ = α or λ = αkeiθ+α
1+αk+1eiθ

(−π < θ ≤ π).

To prove Theorem 3.1.14, we need an auxiliary lemma:

Proposition 3.1.15. Let T be the weighted shift with weights

w2
n =

n∑
j=0

α2j .

Then T + µT ∗ is subnormal if and only if µ = 0 or |µ| = αk (k = 0, 1, 2, · · · ).

Proof. See [CoL].

Proof of Theorem 3.1.14. By Theorem 3.1.12, Tψ+αψ
∼= (1 − α2)

3
2T , where T is a weighted

shift of Proposition 3.1.15. Thus Tψ ∼= (1− α2)
1
2 (T − αT ∗), so

Tφ = Tψ + λT ∗
ψ
∼= (1− α2)

1
2 (1− λα)

(
T +

λ− α

1− λα
T ∗
)
.

Applying Proposition 3.1.15 with λ−α
1−λα in place of µ gives that for k = 0, 1, 2, · · · ,∣∣∣∣ λ− α

1− λα

∣∣∣∣ = αk ⇐⇒ λ− α

1− λα
= αkeiθ

⇐⇒ λ− α = αkeiθ − λαk+1eiθ

⇐⇒ λ(1 + αk+1eiθ) = α+ αkeiθ

⇐⇒ λ =
α+ αkeiθ

1 + αk+1eiθ
(−π < θ ≤ π)

�

However we find that, surprisingly, some analytic Toeplitz operators are unitarily equivalent to
some non-analytic Toeplitz operators. So C. Cowen noted that subnormality of Toeplitz operators
may not be the wrong question to be studying.
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Example 3.1.16. Let ψ be the ellipse map as in the example of Cowen and Long. Then

Tψ ∼= Tφ with φ =
i e−

iθ
2 (1 + α2eiθ)

1− α2

(
ψ +

αeiθ + α

1 + α2eiθ
ψ

)
(−π < θ ≤ π)

Proof. Note that

T ∼= e
iθ
2 T and T + λT ∗ ∼= e

iθ
2 T + λe−

iθ
2 T ∗.

Thus we have

Tψ ∼= (1− α2)
1
2 (T − αT ∗)

∼= (1− α2)
1
2 i(T + αT ∗)

∼= (1− α2)
1
2 ie−

iθ
2 (T + αeiθT ∗)

∼= (1− α2)−1ie−
iθ
2

(
Tψ + αTψ + αeiθ(Tψ + αTψ)

)
∼= (1− α2)−1i e−

iθ
2 T(1+α2eiθ)ψ+α(1+eiθ)ψ (−π < θ < π)

∼=
i e−

iθ
2 (1 + α2eiθ)

1− α2
T
ψ+ αeiθ+α

1+α2eiθ
ψ

(−π < θ ≤ π).

PROBLEM F. Let ψ be the ellipse map as in the example of Cowen and Long. Is Tψ+αψ
∼= Tζ

for some ζ ∈ H∞ ?

If the answer to Problem F would affirmative then we could say that Halmos’s Problem 5
remains still open. In this case we have a reformulation of Halmos’s Problem 5:

If Tφ is a non-normal subnormal Toeplitz operator, does it follow that

Tφ ∼= Tψ for some ψ ∈ H∞ ?

(Answer (2012 Updated)): Problem F was answered in the negative in : R.E. Curto, I.S. Hwang
and W.Y. Lee, Which subnormal Toeplitz operators are either normal or analytic ?, J. Funct. Anal.
263(8)(2012), 2333-2354.
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3.2 Weak Subnormality

Now it seems to be interesting to understand the gap between k-hyponormality and subnormality
for Toeplitz operators. As a candidate for the first question in this line we posed the following
([CuL1]):

Question A. Is every 2-hyponormal Toeplitz operator subnormal ?

In [CuL1], the following was shown:

Theorem 3.2.1 ([CuL1]). Every trigonometric Toeplitz operator whose square is hyponormal must
be normal or analytic. Hence, in particular, every 2-hyponormal trigonometric Toeplitz operator
is subnormal.

It is well known ([Cu1]) that there is a gap between hyponormality and 2–hyponormality for
weighted shifts. Theorem 3.2.1 also shows that there is a big gap between hyponormality and
2-hyponormality for Toeplitz operators. For example, if

φ(z) =
N∑

n=−m
anz

n (m < N)

is such that Tφ is hyponormal then by Theorem 3.2.1, Tφ is never 2-hyponormal because Tφ is

neither analytic nor normal (recall that if φ(z) =
∑N
n=−m anz

n is such that Tφ is normal then
m = N (cf. [FL1])).

We can extend Theorem 3.2.1 First of all we observe:

Proposition 3.2.2 ([CuL2]). If T ∈ L(H) is 2-hyponormal then

(3.2.2.1) T
(
ker [T ∗, T ]

)
⊆ ker [T ∗, T ].

Proof. Suppose that [T ∗, T ]f = 0. Since T is 2-hyponormal, it follows that (cf. [CMX, Lemma
1.4])

|⟨[T ∗2, T ]g, f⟩|2 ≤ ⟨[T ∗, T ]f, f⟩⟨[T ∗2, T 2]g, g⟩ for all g ∈ H.

By assumption, we have that for all g ∈ H, 0 = ⟨[T ∗2, T ]g, f⟩ = ⟨g, [T ∗2, T ]∗f⟩, so that [T ∗2, T ]∗f =
0, i.e., T ∗T 2f = T 2T ∗f . Therefore,

[T ∗, T ]Tf = (T ∗T 2 − TT ∗T )f = (T 2T ∗ − TT ∗T )f = T [T ∗, T ]f = 0,

which proves (3.2.2.1).

Corollary 3.2.3. If Tφ is 2-hyponormal and if φ or φ̄ is of bounded type then Tφ is normal or
analytic, so that Tφ is subnormal.

Proof. This follows at once from Abrahamse’s theorem and Proposition 3.2.2.

Corollary 3.2.4. If Tφ is a 2-hyponormal operator such that E(φ) contains at least two elements
then Tφ is normal or analytic, so that Tφ is subnormal.

Proof. This follows from Corollary 3.2.3 and the fact ([NaT, Proposition 8]) that if E(φ) contains
at least two elements then φ is of bounded type.
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From Corollaries 3.2.3 and 3.2.4, we can see that if Tφ is 2-hyponormal but not subnormal then
φ is not of bounded type and E(φ) consists of exactly one element.

For a strategy to answer Question A we will introduce the notion of “weak subnormality,”
which was introduced by R. Curto and W.Y. Lee [CuL2]. Recall that the operator T is subnormal

if and only if there exist operators A and B such that T̂ :=

(
T A
0 B

)
is normal, i.e.,

(3.2.4.1)


[T ∗, T ] := T ∗T − TT ∗ = AA∗

A∗T = BA∗

[B∗, B] +A∗A = 0.

We now introduce:

Definition 3.2.5 ([CuL2]). An operator T ∈ L(H) is said to be weakly subnormal if there exist
operators A ∈ L(H′,H) and B ∈ L(H′) such that the first two conditions in (2.4.1) hold: [T ∗, T ] =

AA∗ and A∗T = BA∗. The operator T̂ is said to be a partially normal extension of T .

Clearly,

(3.2.5.1) subnormal =⇒ weakly subnormal =⇒ hyponormal.

The converses of both implications in (3.2.5.1) are not true in general. Moreover, we can easily see
that the following statements are equivalent for T ∈ L(H):

(a) T is weakly subnormal;

(b) There is an extension T̂ of T such that T̂ ∗T̂ f = T̂ T̂ ∗f for all f ∈ H;

(c) There is an extension T̂ of T such that H ⊆ ker [T̂ ∗, T̂ ].

Weakly subnormal operators possess the following invariance properties:

(i) (Unitary equivalence) if T is weakly subnormal with a partially normal extension ( T A
0 B ) then

for every unitary U ,
(
U∗TU U∗A

0 B

)
(=
(
U∗ 0
0 I

)
( T A
0 B ) ( U 0

0 I )) is a partially normal extension of
U∗TU , i.e., U∗TU is also weakly subnormal.

(ii) (Translation) if T ∈ L(H) is weakly subnormal then T −λ is also weakly subnormal for every

λ ∈ C: indeed if T has a partially normal extension T̂ then T̂ − λ := T̂ − λ satisfies the
properties in Definition 3.2.5.

(iii) (Restriction) if T ∈ L(H) is weakly subnormal and if M ∈ LatT then T |M is also weakly

subnormal because for a partially normal extension T̂ of T , T̂ |M := T̂ still satisfies the
required properties.

How does one find partially normal extensions of weakly subnormal operators ? Since weakly
subnormal operators are hyponormal, one possible solution of the equation AA∗ = [T ∗, T ] is

A := [T ∗, T ]
1
2 . Indeed this is the case.

Theorem 3.2.6 ([CuL2]). If T ∈ L(H) is weakly subnormal then T has a partially normal exten-

sion T̂ on K of the form

(3.2.6.1) T̂ =

(
T [T ∗, T ]

1
2

0 B

)
on K := H⊕H.
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The proof of Theorem 3.2.6 will make use of the following elementary fact.

Lemma 3.2.7. If T is weakly subnormal then

T (ker [T ∗, T ]) ⊆ ker [T ∗, T ].

Proof. By definition, there exist operators A and B such that [T ∗, T ] = AA∗ and A∗T = BA∗. If
[T ∗, T ]f = 0 then AA∗f = 0 and hence A∗f = 0. Therefore

[T ∗, T ]Tf = AA∗Tf = ABA∗f = 0,

as desired.

Definition 3.2.8. Let T be a weakly subnormal operator on H and let T̂ be a partially normal
extension of T on K. We shall say that T̂ is a minimal partially normal extension of T if K has no
proper subspace containing H to which the restriction of T̂ is also a partially normal extension of
T . We write T̂ := m.p.n.e.(T ).

Lemma 3.2.9. Let T be a weakly subnormal operator on H and let T̂ be a partially normal
extension of T on K. Then T̂ = m.p.n.e.(T ) if and only if

(3.2.9.1) K =
∨{

T̂ ∗nh : h ∈ H, n = 0, 1
}
.

Proof. See [CuL2].

It is well known (cf. [Con2, Proposition II.2.4]) that if T is a subnormal operator on H and N
is a normal extension of T then N is a minimal normal extension of T if and only if

K =
∨

{T̂ ∗nh : h ∈ H, n ≥ 0}.

Thus if T is a subnormal operator then T may have a partially normal extension different from
a normal extension. For, consider the unilateral (unweighted) shift U+ acting on ℓ2(Z+). Then
m.n.e. (U+) = U , the bilateral shift acting on ℓ2(Z), with orthonormal basis {en}∞n=−∞. It is easy
to verify that m.p.n.e. (U+) = U |L, where L :=< e−1 > ⊕ ℓ2(Z+).

Theorem 3.2.10. Let T ∈ L(H).

(i) If T is 2-hyponormal then [T ∗, T ]
1
2T [T ∗, T ]−

1
2 |Ran[T∗,T ] is bounded;

(ii) T is (k + 1)-hyponormal if and only if T is weakly subnormal and T̂ := m.p.n.e.(T ) is k-
hyponormal.

Proof. See [CJP, Theorems 2.7 and 3.2].

In 1966, Stampfli [Sta] explicitly exhibited for a subnormal weighted shift A0 its minimal normal
extension

(3.2.10.1) N :=


A0 B1 0

A1 B2

A2
. . .

0
. . .

 ,

where An is a weighted shift with weights {a(n)0 , a
(n)
1 , · · · }, Bn := diag{b(n)0 , b

(n)
1 , · · · }, and these

entries satisfy:
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(I) (a
(n)
j )2 − (a

(n)
j−1)

2 + (b
(n)
j )2 ≥ 0 (b

(0)
j = 0 for all j);

(II) b
(n)
j = 0 =⇒ b

(n)
j+1 = 0;

(III) there exists a constant M such that |a(n)j | ≤ M and |b(n)j | ≤ M for n = 0, 1, · · · and j =
0, 1, · · · , where

b
(n+1)
j := [(a

(n)
j )2 − (a

(n)
j−1)

2 + (b
(n)
j )2]

1
2 and a

(n+1)
j := a

(n)
j

b
(n+1)
j+1

b
(n+1)
j

(if b
(n)
j0

= 0, then a
(n)
j0

is taken to be 0).

We will now discuss analogues of the preceding results for k-hyponormal operators. Our crite-
rion on k-hyponormality follows:

Theorem 3.2.11. An operator A0 ∈ L(H0) is k-hyponormal if and only if the following three
conditions hold for all n such that 0 ≤ n ≤ k − 1:

(In) Dn ≥ 0;

(IIn) An−1(KerDn−1) ⊆ KerDn−1 (n ≥ 1);

(IIIn) D
1
2
n−1An−1D

− 1
2

n−1|Ran (Dn−1) (n ≥ 1) is bounded,

where
D0 := [A∗

0, A0], Dn+1 := Dn|Hn+1 + [A∗
n+1, An+1], Hn+1 := Ran (Dn)

and An+1 denotes the bounded extension of D
1
2
nAnD

− 1
2

n to Ran (Dn)(= Hn+1) from Ran (Dn).

Proof. Suppose A0 is k-hyponormal. We now use induction on k. If k = 2 then A0 is 2-hyponormal,

and so D0 := [A∗
0, A0] ≥ 0. By Theorem 3.2.10 (i), D

1
2
0 A0D

− 1
2

0 |Ran (D0) is bounded. Let A1 be the

bounded extension of D
1
2
0 A0D

− 1
2

0 from Ran (D0) to H1 := Ran (D0) and D1 := D0|H1 + [A∗
1, A1].

Writing Â0 :=

(
A0 D

1
2
0

0 A1

)
, we have Â0 = m.p.n.e. (A0), which is hyponormal by Theorem

3.2.10(ii). Thus

[Â0

∗
, Â0] =

(
0 0
0 D0|H1 + [A∗

1, A1]

)
≥ 0.

and hence D1 ≥ 0. Also by [CuL2, Lemma 2.2], A0(KerD0) ⊆ KerD0 whenever A0 is 2-
hyponormal. Thus (In), (IIn), and (IIIn) hold for n = 0, 1. Assume now that if A0 is k-hyponormal
then (In),(IIn) and (IIIn) hold for all 0 ≤ n ≤ k− 1. Suppose A0 is (k+ 1)-hyponormal. We must
show that (In),(IIn) and (IIIn) hold for n = k. Define

S :=



A0 D
1
2
0 0

A1 D
1
2
1

. . .
. . .

. . . D
1
2

k−2

0 Ak−1


:
k−1⊕
i=0

Hi −→
k−1⊕
i=0

Hi.
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By our inductive assumption, Dk−1 ≥ 0. Writing T̂ (n) := m.p.n.e.(T̂ (n−1)) when it exists, we can

see by our assumption that S = Â0

(k−1)
: indeed, if

Sl :=



A0 D
1
2
0 0

A1 D
1
2
1

. . .
. . .

. . . D
1
2

l−2

0 Al−1


then since by assumption [S∗

l , Sl] = 0⊕Dl and Al = D
1
2

l−1Al−1D
− 1

2

l−1|Ran (Dl−1), it follows that Sl is
the minimal partially normal extension of Sl−1 (1 ≤ l ≤ k− 1). But since by our assumption A0 is
(k + 1)-hyponormal, it follows from Lemma 3.2.10(ii) that S is 2-hyponormal. Thus by Theorem

3.2.10(i), [S∗, S]
1
2S[S∗, S]−

1
2 |Ran ([S∗,S]) is bounded, which says that D

1
2

k−1Ak−1D
− 1

2

k−1|Ran (Dk−1) is

bounded, proving (IIIn) for n = k. Observe that Ak, Hk and Dk are well-defined. Writing Ŝ :=(
S D

1
2

k−1

0 Ak

)
, we can see that Ŝ = m.p.n.e.(S), which is hyponormal, again by Theorem 3.2.10(ii).

Thus, since [Ŝ∗, Ŝ] =

(
0 0
0 Dk

)
≥ 0, we have Dk ≥ 0, proving (In) for n = k. On the other hand,

since S is 2-hyponormal, it follows that S(Ker[S∗, S]) ⊆ Ker[S∗, S]. Since [S∗, S] =

(
0 0
0 Dk−1

)
,

we have Ker [S∗, S] =
⊕k−2

i=0 Hi

⊕
Ker (Dk−1). Thus, since

A0 D
1
2
0 0

A1 D
1
2
1

. . .
. . .

. . . D
1
2

k−2

0 Ak−1




H0

H1

...
Hk−2

Ker (Dk−1)

 ⊆


H0

H1

...
Hk−2

Ker (Dk−1)

 ,

we must have that Ak−1(Ker (Dk−1)) ⊆ Ker (Dk−1), proving (IIn) for n = k. This proves the
necessity condition.

Toward sufficiency, suppose that conditions (In), (IIn) and (IIIn) hold for all n such that
0 ≤ n ≤ k − 1. Define

Sn :=



A0 D
1
2
0 0

A1 D
1
2
1

. . .
. . .

. . . D
1
2
n−2

0 An−1


(1 ≤ n ≤ k − 1).

Then Sk−2 is weakly subnormal and Sk−1 = m.p.n.e. (Sk−2). Since, by assumption, Dk−1 ≥ 0,

we have [S∗
k−1, Sk−1] =

(
0 0
0 Dk−1

)
≥ 0. It thus follows from Theorem 3.2.10(ii) that Sk−2 is

2-hyponormal. Note that Sn = m.p.n.e. (Sn−1) for n = 1, · · · , k − 1 (S0 := A0). Thus, again by
Theorem 3.2.10(ii), Sk−3 is 3-hyponormal. Now repeating this argument, we can conclude that
S0 ≡ A0 is k-hyponormal. This completes the proof.
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Corollary 3.2.12. An operator A0 ∈ L(H0) is subnormal if and only if the conditions (In), (IIn),
and (IIIn) hold for all n ≥ 0. In this case, the minimal normal extension N of A0 is given by

N =


A0 D

1
2
0 0

A1 D
1
2
1

A2
. . .

0
. . .

 :
∞⊕
i=0

Hi →
∞⊕
i=0

Hi.
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3.3 Gaps between k-Hyponormality and Subnormality

We find gaps between subnormality and k-hyponormality for Toeplitz operators.

Theorem 3.3.1 ([Gu2],[CLL]). Let 0 < α < 1 and let ψ be the conformal map of the unit
disk onto the interior of the ellipse with vertices ±(1 + α)i and passing through ±(1 − α). Let
φ = ψ+ λψ̄ and let Tφ be the corresponding Toeplitz operator on H2. Then Tφ is k-hyponormal if

and only if λ is in the circle
∣∣∣z − α(1−α2j)

1−α2j+2

∣∣∣ = αj(1−α2)
1−α2j+2 for j = 0, 1, · · · , k − 2 or in the closed disk∣∣∣z − α(1−α2(k−1))

1−α2k

∣∣∣ ≤ αk−1(1−α2)
1−α2k .

For 0 < α < 1, let T ≡ Wβ be the weighted shift with weight sequence β = {βn}∞n=0, where
(cf. [Cow2, Proposition 9])

(3.3.1.1) βn := (
n∑
j=0

α2j)
1
2 for n = 0, 1, · · · .

Let D be the diagonal operator, D = diag (αn), and let Sλ ≡ T + λT ∗ (λ ∈ C). Then we have
that

[T ∗, T ] = D2 = diag (α2n) and [S∗
λ, Sλ] = (1− |λ|2)[T ∗, T ] = (1− |λ|2)D2.

Define

Al := αl T +
λ

αl
T ∗ (l = 0,±1,±2, · · · ).

It follows that A0 = Sλ and

(3.3.1.2) DAl = Al+1D and A∗
lD = DA∗

l+1 (l = 0,±1,±2, · · · ).

Theorem 3.3.2. Let 0 < α < 1 and T ≡ Wβ be the weighted shift with weight sequence β =
{βn}∞n=0, where

βn = (

n∑
j=0

α2j)
1
2 for n = 0, 1, · · · .

Then A0 := T + λT ∗ is k-hyponormal if and only if |λ| ≤ αk−1 or |λ| = αj for some j =
0, 1, · · · , k − 2.

Proof. Observe that

(3.3.2.1)
[A∗
l , Al] = [αlT ∗ + λ

αlT, α
lT + λ

αlT
∗]

= α2l[T ∗, T ]− |λ|2
α2l [T

∗, T ] =
(
α2l − |λ|2

α2l

)
D2.

Since KerD = {0} and DAn = An+1D, it follows that Hn = H for all n; if we use Al for the
operator An in Theorem 3.2.11 then we have, by (3.3.2.1) and the definition of Dj , that

Dj = Dj−1 + [A∗
j , Aj ] = Dj−2 + [A∗

j−1, Aj−1] + [A∗
j , Aj ] = · · ·

= [A∗
0, A0] + [A∗

1, A1] + · · ·+ [A∗
j , Aj ] = (1− |λ|2)D2 + · · ·+

(
α2j − |λ|2

α2j

)
D2

=

(
1− α2(j+1)

1− α2

)(
1− |λ|2

α2j

)
D2.
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By Theorem 3.2.11, A0 is k-hyponormal if and only if Dk−1 ≥ 0 or Dj = 0 for some j such
that 0 ≤ j ≤ k − 2 (in this case A0 is subnormal). Note that Dj = 0 if and only if |λ| = αj . On
the other hand, if Dj > 0 for j = 0, 1, · · · , k − 2, then

Dk−1 =

(
1− α2k

1− α2

)(
1− |λ|2

α2(k−1)

)
D2 ≥ 0

if and only if |λ| ≤ αk−1. Therefore A0 is k-hyponormal if and only if |λ| ≤ αk−1 or |λ| = αj for
some j, j = 0, 1, · · · , k − 2.

We are ready for:

Proof. of Theorem 3.3.1 It was shown in [CoL] that Tψ+αψ̄ is unitarily equivalent to (1−α2)
3
2T ,

where T is the weighted shift in Theorem 3.3.2. Thus Tψ is unitarily equivalent to (1− α2)
1
2 (T −

αT ∗), so Tφ is unitarily equivalent to

(1− α2)
1
2 (1− λα)(T +

λ− α

1− λα
T ∗) (cf. [Cow1, Theorem 2.4]).

Applying Theorem 3.3.2 with λ−α
1−λα in place of λ, we have that for k = 0, 1, 2, · · · ,

∣∣∣∣ λ− α

1− λα

∣∣∣∣ ≤ αk ⇐⇒ |λ− α|2 ≤ α2k|1− λα|2

⇐⇒ |λ|2 − α(1− α2k)

1− α2k+2
(λ+ λ̄) +

α2 − α2k

1− α2k+2
≤ 0

⇐⇒
∣∣∣∣λ− α(1− α2k)

1− α2k+2

∣∣∣∣ ≤ αk(1− α2)

1− α2k+2
.

This completes the proof.
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3.4 Miscellany

From Corollary 3.2.3 we can see that if Tφ is a 2-hyponormal operator such that φ or φ̄ is of
bounded type then Tφ has a nontrivial invariant subspace. The following question is naturally
raised:

Problem G. Does every 2-hyponormal Toeplitz operator have a nontrivial invariant subspace ?
More generally, does every 2-hyponormal operator have a nontrivial invariant subspace ?

It is well known ([Bro]) that if T is a hyponormal operator such that R(σ(T )) ̸= C(σ(T ))
then T has a nontrivial invariant subspace. But it remains still open whether every hyponormal
operator with R(σ(T )) = C(σ(T )) (i.e., a thin spectrum) has a nontrivial invariant subspace. Recall
that T ∈ L(H) is called a von-Neumann operator if σ(T ) is a spectral set for T , or equivalently,
f(T ) is normaloid (i.e., norm equals spectral radius) for every rational function f with poles
off σ(T ). Recently, B. Prunaru [Pru] has proved that polynomially hyponormal operators have
nontrivial invariant subspaces. It was also known ([Ag]) that von-Neumann operators enjoy the
same property. The following is a sub-question of Problem G.

Problem H. Is every 2-hyponormal operator with thin spectrum a von-Neumann operator ?

Although the existence of a non-subnormal polynomially hyponormal weighted shift was es-
tablished in [CP1] and [CP2], it is still an open question whether the implication “polynomially
hyponormal ⇒ subnormal” can be disproved with a Toeplitz operator.

Problem I. Does there exist a Toeplitz operator which is polynomially hyponormal but not
subnormal ?

In [CuL2] it was shown that every pure 2-hyponormal operator with rank-one self-commutator
is a linear function of the unilateral shift. McCarthy and Yang [McCYa] classified all rationally
cyclic subnormal operators with finite rank self-commutators. However it remains still open what
are the pure subnormal operators with finite rank self-commutators.

Now the following question comes up at once:

Problem J. If Tφ is a 2-hyponormal Toeplitz operator with nonzero finite rank self-commutator,
does it follow that Tφ is analytic ?

For affirmativeness to Problem J we shall give a partial answer. To do this we recall Theorem
15 in [NaT] which states that if Tφ is subnormal and φ = qφ̄, where q is a finite Blaschke product
then Tφ is normal or analytic. But from a careful examination of the proof of the theorem we
can see that its proof uses subnormality assumption only for the fact that ker [T ∗

φ, Tφ] is invariant
under Tφ. Thus in view of Proposition 3.2.2, the theorem is still valid for “2–hyponormal” in place
of “subnormal”. We thus have:

Theorem 3.4.1. If Tφ is 2–hyponormal and φ = qφ̄, where q is a finite Blaschke product then Tφ
is normal or analytic.

We now give a partial answer to Problem J.

Theorem 3.4.2. Suppose log |φ| is not integrable. If Tφ is a 2–hyponormal operator with nonzero
finite rank self-commutator then Tφ is analytic.

Proof. If Tφ is hyponormal such that log |φ| is not integrable then by an argument of [NaT, Theorem
4], φ = qφ̄ for some inner function q. Also if Tφ has a finite rank self-commutator then by [NaT,
Theorem 10], there exists a finite Blaschke product b ∈ E(φ). If q ̸= b, so that E(φ) contains at
least two elements, then by Corollary 3.2.4, Tφ is normal or analytic. If instead q = b then by
Theorem 3.4.1, Tφ is also normal or analytic.
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Theorem 3.4.2 reduces Problem J to the class of Toeplitz operators such that log |φ| is integrable.
If log |φ| is integrable then there exists an outer function e such that |φ| = |e|. Thus we may write
φ = ue, where u is a unimodular function. Since by the Douglas-Rudin theorem (cf. [Ga, p.192]),
every unimodular function can be approximated by quotients of inner functions, it follows that if
log |φ| is integrable then φ can be approximated by functions of bounded type. Therefore if we
could obtain such a sequence ψn converging to φ such that Tψn is 2–hyponormal with finite rank
self-commutator for each n, then we would answer Problem J affirmatively. On the other hand,
if Tφ attains its norm then by a result of Brown and Douglas [BD], φ is of the form φ = λψθ
with λ > 0, ψ and θ inner. Thus φ is of bounded type. Therefore by Corollary 3.2.4, if Tφ is
2–hyponormal and attains its norm then Tφ is normal or analytic. However we were not able to
decide that if Tφ is a 2–hyponormal operator with finite rank self-commutator then Tφ attains its
norm.
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